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Information that is congruent with existing knowledge
(a schema) is usually better remembered than less con-
gruent information. Only recently, however, has the role
of schemas in memory been studied from a systems
neuroscience perspective. Moreover, incongruent (nov-
el) information is also sometimes better remembered.
Here, we review lesion and neuroimaging findings in
animals and humans that relate to this apparent para-
doxical relationship between schema and novelty. In
addition, we sketch a framework relating key brain
regions in medial temporal lobe (MTL) and medial pre-
frontal cortex (mPFC) during encoding, consolidation
and retrieval of information as a function of its congru-
ency with existing information represented in neocor-
tex. An important aspect of this framework is the
efficiency of learning enabled by congruency-dependent
MTL–mPFC interactions.

Introduction
The existence of prior knowledge to which new information
can be related generally improves memory for that infor-
mation. Although the role of such schemas in learning has
long been studied in psychology (Box 1), this role has only
recently been studied in neuroscience [1,2]. In particular,
whereas structures within the MTL, such as the hippo-
campus, have long been implicated in the learning of
declarative information [3], recent neuroscientific data
have implicated an additional, time-dependent involve-
ment of the mPFC [4,5], particularly when new informa-
tion is congruent with a schema [6–8].

A second line of research has studied how the novelty of
information can also improve its retention (Box 2). This
raises the question of when information conforming to a
schema (congruent information) is remembered better or
worse than information that does not (unrelated, or incon-
gruent, information) [1,9], a question that has important
implications for optimising learning in educational
settings [10]. Below, we review recent neuroscientific
research addressing this question before presenting a

new framework that tries to explain the complex relation-
ship between schema, novelty and memory.

Review of schema in systems neuroscience of memory
Several theories exist about how new information becomes
consolidated into memory [1,11–13]. The so-called stan-
dard systems-level theory of consolidation [14] proposes
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Glossary

Declarative memory: memories that can be declared, that is, have a

propositional truth value (events or facts), normally associated with conscious

recall as distinct from procedural (non-declarative) memories such as skill-

learning, which cannot be verbalised and are often expressed unconsciously.

Episodic or instance memory: declarative memory for a specific event in space

and time, which normally includes other contextual information present at that

time (e.g. internal thoughts and states). We use instance to refer to a specific

pattern of neocortical activity that is bound to an index in the MTL according to

our SLIMM framework; we use episodic more generally to refer to memories

with contextual information, which is often incidental (i.e. non-recurring, not

part of an existing schema).

mPFC (medial prefrontal cortex): medial aspect in the prefrontal cortex,

encompassing Brodmann areas (BA) 10, 11 and 32 in humans, and prelimbic,

infralimbic and anterior cingulate cortex in rodents.

MTL (medial temporal lobe): part of the brain comprising hippocampus,

perirhinal and enthorhinal cortices and parahippocampal gyrus.

Neocortex: association cortex that stores elements of a memory trace (visual,

spatial, auditory, somatosensory, emotional, etc.). Note that the mPFC is part

of the neocortex anatomically, but not considered to represent memory

elements in the present framework.

Novelty: response to information that is not expected or predicted in a given

context on the basis of prior experience. Note that we distinguish here between

two types of novelty (Box 2): unrelated information that does not strongly

match any schema, and incongruent information that is inconsistent with a

dominant schema. Within the present SLIMM framework, only the latter

improves memory, and note that this type of novelty cannot exist without a

schema (i.e. the two concepts are intimately related).

Reactivation: reinstatement of a memory trace, either by online re-encountering

of similar information or by replaying the memory trace during offline periods.

Resonance: neural state of co-activity of multiple mental representations

(possibly across multiple brain regions), most probably bound via coherent

(synchronous) activity.

Schema: network of neocortical representations that are strongly intercon-

nected and that can affect online and offline information processing.

Semantic or schematic memory: general, factual declarative memory that

captures regularities extracted from multiple encounters (instances) over time,

and divorced from accompanying episodic details. We use schematic to refer to a

(resonating) pattern of activity produced by strong connections within neocortex

(i.e. an activated schema) within our SLIMM framework; we use semantic more

generally to refer to acontextual knowledge that people possess.

Systems consolidation: time-dependent and offline process by which connec-

tions between elements of a memory trace in the neocortex are strengthened

so they are retained over the long term, independently of MTL structures such

as the hippocampus.
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that new (declarative) information is initially dependent
on MTL structures such as the hippocampus, but over time
(possibly through reactivation [15], e.g. during sleep
[16,17]) this information becomes relatively more depen-
dent on the neocortex. This proposal is based on evidence
that MTL lesions not only impair the ability to form new
memories (anterograde amnesia) but also impair the abili-
ty to retrieve memories formed within a period before the
lesion (retrograde amnesia) [18]. After consolidation, long-
term memories are believed to be represented by networks
of interconnected neocortical brain regions representing
the constituents of those memories, retrieval of which has
become independent of the MTL (although see below and
[19]). More recently, an additional role has been suggested
for the mPFC in such consolidation [20–22], consistent
with evidence of offline replay of learning-related brain
activity in mPFC (as well as MTL) [23–25] and by its
prominent anatomical location within memory-related
brain networks [26–28].

It has been suggested that the presence of a schema, in
terms of a pre-existing network of interconnected neocor-
tical representations (see Glossary), accelerates consolida-
tion [2]. For example, a lesion study in rodents showed that
memories congruent with a pre-learned spatial schema
(Figure 1a) became hippocampally independent after only
48 h (Figure 1b) [29], whereas memories that lacked a prior
schema were still hippocampally dependent. In addition,
functional imaging in humans during a period of rest
shortly after encoding revealed decreased hippocampal–
mPFC functional coupling for more versus less congruent
information (Figure 1d) [6], whereas successful retrieval of
congruent information was associated with increased func-
tional coupling between mPFC and a neocortical region
coding that information (Figure 1e) [7]. A schema thus
appears to act as a catalyst for consolidation, affecting
interactions between mPFC, MTL and other neocortical
regions, and possibly increasing the likelihood or effective-
ness of replay of congruent information [1,30].

A schema can also influence processes occurring during
initial acquisition. For example, functional imaging
showed increased activity in mPFC for more versus less
congruent information immediately after encoding in
rodents (Figure 1c) and increased MTL–mPFC coupling
in humans for less congruent information during encoding,
related to the strength of the schema (Figure 1d) [6]. These
results are consistent with a large body of evidence that
MTL–mPFC interactions, along with activity in other
brain regions [31–33], are important for successful encod-
ing and retrieval [34–39]. They are also consistent with
more general claims that the mPFC is important for mak-
ing online predictions (e.g. during perception [40,41]) en-
abled by schemas, whereas the MTL is important for
detecting the type of novelty [42–44] associated with an
incongruent schema (Box 2).

Although there is much debate about whether patients
with MTL damage can form new memories [45], and in
many situations they appear to be unable to do so (antero-
grade amnesia), they can still show a congruency benefit
[46] and there are certain situations in which they appear
to be able to learn new information [47–52]; these situa-
tions are possibly related to the existence of schemas. In
particular, recent data have suggested that such patients
can learn some information as well as controls can [53–55]
– so-called fast (cortical) mapping [54] – which may relate
to schemas (see below). Damage to the mPFC, by contrast,
has been associated with a reduced ability to filter and
integrate incoming information, resulting in confabulation
[56], a lack of a congruency benefit [46] and more errors
during retrieval [57], which may reflect an inability to
utilise schema (Box 1; although see also [58]). These
observations, along with lesion data in rodents [59], sug-
gest that memories mediated by MTL and mPFC might be
different in nature, ranging from more detailed, episodic
memories (instances) supported by MTL, to more general,
semantic (schematic) memories integrated by mPFC, as
expanded below.

Box 1. History of schema research

The term schema was introduced from the philosophical work of Kant

to developmental and cognitive psychology during the early 20th

century by Piaget and Bartlett, respectively [83,84], and refers loosely

to an abstract, structured mental representation. This concept led to a

cascade of both empirical behavioural research [85,86] and theoretical

developments in artificial intelligence and connectionist modelling

[68,77,87]; it also influenced educational theory [88].

A primary focus of behavioural research was how schemas aid the

retrieval of complex information by providing a scaffold for organis-

ing retrieval of that information. This reconstructive aspect of

memory offered a natural explanation of biases and false memories

that occur from an over-reliance on schema [83]. Importantly

however, schemas may also affect the encoding and consolidation

of memories ([68]; see the main text). For example, the superior recall

of schema-congruent information cannot always be explained by

facilitated retrieval [46] (e.g. by generation of schema-related

information at test, followed by episodic recognition of information

present at study [89]).

A primary focus of connectionist modelling was the extraction of

regularities from exposure to new information (instances) during

learning [90]. A core problem here is the stability–plasticity dilemma,

which is the degree to which a new instance should alter existing

knowledge about a class of instances (schema) without destabilizing

such knowledge. One solution to this problem (adopted in adaptive

resonance theory [69]) was a global parameter (vigilance) that

determined whether or not a new instance needs to be represented

separately as a function of its similarity to existing schemas. Another

solution was to draw on different learning rules in complementary

learning systems, in particular a fast-learning system (in MTL) that

stores unique instances, which can then be replayed in an interleaved

fashion to a slower-learning system (in neocortex) that extracts their

commonalities [30,77].

Enthusiasm for schema research waned since the 1980s, partly

because of the overextended definition of schema that arose from the

explosion of interest and partly because of some apparently contra-

dictory behavioural results, where novel information (that does not

conform to a schema) can sometimes be remembered well (Box 2).

Nonetheless, there has been a recent revival of interest in schema

within the neuroscience community [1,6–8,29]. Here, the concept of a

schema is simpler than in previous psychological research, operatio-

nalised, for example, as a familiar spatial layout such as the relationship

between a number of locations within an arena in which a rat expects to

find food [29], or as whether a word that must be associated with a

novel visual stimulus is congruent with a simultaneously presented

tactile stimulus [7]. Our present (neuroscientific) concept of a schema

therefore refers simply to a network of neocortical representations that

are strongly interconnected, activation of which affects processing of

new information, as expanded in the main text.
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Memory for incongruent (novel) information can also be
enhanced (Box 2). This novelty advantage has been asso-
ciated with greater MTL activity during encoding [60–64].
Moreover, the precise type of novelty is likely to be impor-
tant [42], for example whether information is novel be-
cause it is incongruent with an existing schema or because
it is unrelated to any existing schemas. Here we focus on
enhanced memory owing to the former type of novelty (or
prediction error; Box 2), although the latter type of novelty
(such as a completely new environment for a rodent [65])
might also improve memory through other means, such as
arousal, reward and dopamine release [66,67]. Although
the role of novelty has been acknowledged by some schema
theorists (e.g. in terms of schemas being used to direct
attention to novel aspects of an experience [68]), there is no
clear consensus, at least within neuroscientific theories,
about the precise conditions under which memory is super-
ior for congruent or incongruent information. Below, we

outline a framework termed SLIMM (schema-linked inter-
actions between medial prefrontal and medial temporal
regions) that draws on two complementary modes for
learning new information, determined by MTL–mPFC
interactions, to reconcile the facilitatory effects of schema
and novelty on memory.

A new framework relating schema and novelty to
memory
SLIMM extends standard consolidation theory, in terms of a
time-dependent shift from MTL to neocortical representa-
tions, by adding a third component – the mPFC – that acts to
accelerate direct neocortical learning independent of the
MTL. Within SLIMM, the main function of the mPFC is
to detect the congruency of new information with existing
information in neocortex, which we term resonance (akin to
adaptive resonance theory, ART [69]) in the sense that
congruent information resonates with existing information.

Box 2. Novelty and prediction error

Novelty has long been suspected as an important factor in learning

[91]. For example, people are often better able to remember an item

that deviated from its prevailing context [92]. Conversely, there would

seem little (e.g. metabolic) sense in the brain encoding information

that is already fully predicted. For example, there is no need to encode

the presence of your BathToy each time you enter your Bathroom

(Figure 2a), assuming you always find it there. This is consistent with

so-called predictive coding models of memory [81,93], in which the

key factor that drives learning is the amount of prediction error (PE).

Clearly, schemas still play an essential role, in that predictions are

based on such knowledge. This perspective seems to entail greater

learning for incongruent than for congruent information, however, in

opposition to schema theories (Box 1). However, the precise

predictions depend on the nature of the learned information and

how it is subsequently retrieved, as expanded below.

From a Bayesian perspective, PE can be viewed as the divergence

between prior and likelihood probability distributions. Thus, a familiar

location would establish prior probabilities over the objects one

expects to encounter there, whereas the (noisy) sensory input would

provide the likelihood that certain objects are in fact present (Figure I).

If one encounters a novel object in a novel location, such that both the

likelihood and prior distributions are imprecise (flat), PE will be low

(Figure Ia), at least relative to a familiar object in a novel location

(Figure Ib). Thus, maximal overall novelty does not necessarily entail

maximal learning; indeed, novel stimuli are often less well associated

with unpredictive contexts than are familiar stimuli [82].

Alternatively, when a familiar object (e.g. Cake) occurs unexpect-

edly in a familiar context (e.g. Bathroom) PE will be high (Figure Ic).

This situation corresponds to a maximal match–mismatch [42],

where an initial match (recognition of BathRoom) does not match

other information (Cake). High PE results in substantial learning, that

is, updating of the prior distribution to more closely match the

posterior distribution. This can improve subsequent episodic

recognition of the object by virtue of reactivating a distinctive

context (Bathroom) when that object is repeated [81,82]. However,

memory will not always be improved: if cued with the location

instead, the overlap between the new predictions (updated prior)

and the object representation still may not be sufficient for Cake to be

recalled. This contrasts with finding a PlasticDuck in your BathRoom

(Figure Id), for which PE will be low (assuming PlasticDucks and

BathToys have similar representations), but the updated prior for

your Bathroom will overlap with the PlasticDuck representation,

allowing it to be recalled. Thus, although incongruent information

may produce the greatest PE, the accuracy of subsequent retrieval of

that information will depend on how it is cued. This may be one

reason why an additional system (e.g. in the MTL) is needed to store

incongruent instances, in case they recur and become important for

extraction of new schemas (see the main text).
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Figure I. Bayesian perspective on prediction-error-driven learningBayesian perspective on prediction-error-driven learningBayesian perspective on prediction-error-

driven learning[81]. The curves represent probability distributions, for example over a dimension of objects (ordered by similarity). The red line represents the likelihood

of an object being present, given (bottom-up, noisy) sensory evidence; the solid blue line represents the prior distribution, given (top-down) predictions from the current

context (e.g. location in the environment); the dotted blue line represents the posterior probability of objects being present (and resembles the updated priors that

would result from the learning experience). PE refers to the prediction error – the divergence between prior and likelihood distributions – whereas RP refers to recall

prospect – proportional to the posterior probability (from updated priors) of retrieving the object when cueing with the previous context (both PE and RP have arbitrary

units). (a) A novel object in a novel context, with flat (imprecise) prior and likelihood distributions (akin to the new sequence condition of [42], source memory for

unfamiliar proverbs of [82], and the unrelated case in the main text). Although maximally novel overall, PE is relatively low and little can be learned. (b) A familiar object

in a novel context (akin to the familiar proverbs of [82]), where PE is increased relative to (a). (c) A familiar object that is not expected in a familiar context, giving highest

PE (akin to the changed condition of [42] and incongruent case in the main text). Because of the residual divergence between posterior and likelihood distributions,

however, RP is lower than in (d), which corresponds to a familiar object that is expected in a familiar context (akin to the old sequence condition of [42], and the

congruent condition in the main text). This has low PE, but high RP, given high overlap between posterior and likelihood distributions.
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Greater resonance leads to greater mPFC activity, which in
turn is assumed to potentiate direct connections between
neocortical representations (e.g. through phase synchroni-
sation [70]). Note that these are the same connections
assumed to be more gradually strengthened in the absence
of such mPFC input as in standard consolidation theory; the

mPFC thus accelerates neocortical learning [54]. Important-
ly, mPFC is assumed to have a reciprocal relationship
with MTL, such that mPFC activity inhibits MTL activity
[71,72]. This relates to the assumption that MTL automati-
cally captures new experiences [73] except, according to
SLIMM, when inhibition from mPFC means that the new
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Figure 1. Overview of (a–c) rodent and (d–e) human data on schema and memory. (a) Rodent studies have used an event arena in which rodents initially learn a number of

flavour–location associations [8,29]. A photo of the area and a schematic of the six locations (L1–6) of the wells and their association with six different flavours (F1–6) are

shown. The different landmarks used to navigate in the arena are also shown. (b) After learning such a schema, rats showed rapid hippocampal independence (after 48 h,

but not after 3 h) of new flavour–location associations within the same arena [29]. The graph shows data for hippocampally lesioned (HPC) versus control animals,

represented as percentage dig time in the correct well. A separate group of rodents who had not learned the initial schema did not show such rapid consolidation of the new

associations (data not shown). (c) In a later study [8], the expression of two immediate early genes (IEGs), zinc finger protein 225 (Zif268, left panel) and activity-regulated

cytoskeletal protein (Arc, right panel), was higher immediately after encoding of the new associations (NPA, new paired associates), relative to retrieval of the original

associations (OPA, old paired associates), learning of associations in a completely new area (NM, new map) and the performance of caged control (CC) animals, in prelimbic

(PrL) structures (equivalent to human mPFC) and in the hippocampus (not shown). (d) In humans, mPFC–hippocampal connectivity was greater, both while participants

watched a movie (i.e. during the encoding period) and during a resting period shortly afterwards (i.e. post-encoding rest period), the less congruent that movie was with the

first part of the movie watched the previous day (i.e. the inconsistent schema group) [6]. (e) In a later study [7], mPFC activity and the connectivity between mPFC and a

neocortical (somatosensory) region representing the schema-related information were higher during retrieval of information congruent with a schema than of information

incongruent with a schema. For an explanation of these different effects of congruency on regional activity and inter-regional connectivity, see Figure 2. Reproduced, with

permission, from [29] (a,b), [8] (c), [6] (d) and [7] (e).
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information can be related via a schema. Only when there is
low resonance (or high prediction error; Box 2), as occurs for
incongruent information, will the MTL bind those elements
into an instance (e.g. via a unique index in hippocampus
[74], given its pattern separation capability).

Encoding

As an example, imagine that you encounter a model duck
(PlasticDuck) in your bathroom (Figure 2a) that resembles
your favourite bath rubber duck (BathToy) but that has not
been encountered in your bathroom before. According to
SLIMM, your memory for this new (congruent) pairing of
PlasticDuck and BathRoom is likely to be good because you
already possess an association between BathToy and Plas-
ticDuck and between BathToy and BathRoom (the schema)
to which the new PlasticDuck can be related. The simulta-
neous perception of PlasticDuck and BathRoom activates
their corresponding neocortical representations, and this
activity spreads to other strongly connected neocortical
representations, such as BathToy, owing to previously
learned associations. These strong connections mean that
the BathToy, BathRoom and PlasticDuck representations
resonate (e.g. via synchronous oscillations [75]). This reso-
nance is detected by the mPFC [8,76], which then potenti-
ates the strengthening of neocortical connections between
the resonating representations, leading specifically to fast
learning of a new, direct connection between BathRoom
and PlasticDuck (i.e. good learning). The high activity in
mPFC also inhibits activity in MTL [6] such that no indi-
rect association is made between PlasticDuck and Bath-
Room via a new MTL instance.

Conversely, the same PlasticDuck encountered in a
Bakery (Figure 2c) will produce a strong novelty effect
(prediction error; Box 2) because such objects are not

normally expected there. In this (incongruent) case,
SLIMM predicts that you are also likely to remember
the pairing of PlasticDuck and Bakery, but for a different
reason. The lack of any strong pre-existing connections,
direct or indirect, between PlasticDuck and Bakery repre-
sentations leads to little resonance in the neocortical net-
work. Thus, mPFC is not activated, MTL is not inhibited
and the MTL serves to bind the active representations of
PlasticDuck and Bakery via a new instance. This leads to
good (episodic) encoding [8] that is sensitive to MTL dis-
ruption [46,50,54].

Finally, if you encounter PlasticDuck in a ToyShop
(Figure 2b), a location assumed to be only loosely related
to BathToy (less congruent), neither a specific schema nor a
prediction error is likely to be evoked, and memory for that
encounter is predicted to be poor. This is because there is
weak resonance, requiring increased MTL–mPFC interac-
tions for resolution, as both try to encode the memory [6].
Consequently, neither is strongly activated and there is
neither good schematic (mPFC-mediated) nor good in-
stance (MTL-mediated) encoding, leading to poor memory.

Retrieval before consolidation

Imagine walking back into the BathRoom shortly after
encoding the congruent case. Activation of the BathRoom
representation will lead to processes similar to those at
encoding: reactivation of BathToy (schema) and hence
PlasticDuck representations, resonance, mPFC activation
and further strengthening of the direct neocortical connec-
tion between PlasticDuck and BathRoom. Note that con-
current activation of other elements of the schema (e.g.
BathToy) can explain the bias towards remembering sche-
matic aspects of PlasticDuck. Similar processes are as-
sumed to happen during replay, when the BathRoom
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Figure 2. Schematic depiction of the SLIMM model during encoding. Interactions between the mPFC, MTL and neocortex (indicated by the grey-green plane) during

encoding of associations between a familiar object (PlasticDuck) and a familiar environment, which is either (a) a BathRoom, providing a congruent schema by virtue of a

similar BathToy kept there, (b) a ToyShop, for which the schema is less congruent, in that a BathToy is only loosely related, or (c) a Bakery, in which a BathToy is not part of

the schema. In the congruent case, the neocortical representations of PlasticDuck and BathRoom are activated by their perception, and BathToy is activated by its existing

associations to both. The mPFC is activated by the resonance (synchronous co-activity) of these representations, and therefore potentiates neocortical connections between

all of them, resulting in a new direct connection between PlasticDuck and BathRoom representations (whereas other connections in the schema may have already reached

maximum strength). The mPFC additionally inhibits the MTL (indicated by the inhibitory connection). In the incongruent case, the lack of resonance between activated

neocortical representations means that mPFC is not activated, MTL is not inhibited and the new association between PlasticDuck and Bakery is stored instead via a separate

instance in MTL. In the less congruent case, in which there is only a weak connection between BathToy and ToyShop representations (indicated by a weaker arrow), there is

only partial activation of the BathToy representation, and hence partial resonance, and greater inhibition from mPFC to MTL is required to resolve this intermediate state.

Hence, memory encoding is less effective.
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representation is reactivated by internal processes rather
than by sensory input [30].

In the incongruent case, walking into the Bakery leads
to retrieval of an instance from the MTL, which entails
reactivation of not only the PlasticDuck representation but
also other incidental (episodic) representations that were
present at encoding (see below and Figure 3d). Walking
into the ToyShop, by contrast, only leads to weak reactiva-
tion of PlasticDuck, given only weak neocortical connec-
tions and the low likelihood of the MTL having encoded an
instance. Note, however, that if PlasticDuck and ToyShop
are repeatedly experienced together, gradual strengthen-
ing of neocortical–neocortical connections can eventually
lead to effective storage in long-term memory (see the next
section), as in standard consolidation theory.

Retrieval after consolidation

After a longer delay, the outcome depends on whether
consolidation has occurred, that is, whether there has been
repeated reactivation of the crucial representations, either
by re-exposure to both or by offline replay. Such reactivation
is particularly likely for the congruent case, resulting in the

connection between the PlasticDuck and BathRoom repre-
sentations reaching an asymptote (Figure 3a). In this case,
cueing by Bathroom still activates the mPFC through reso-
nance [4,7,8], but because no further neocortical strength-
ening is needed, the mPFC is not necessary for retrieval.

For the incongruent case, there are two possibilities. If
PlasticDuck and Bakery have been repeatedly reactivated
(Figure 3c), multiple instances will be encoded by the MTL
(in addition to gradual cortical learning). The greater
number of such MTL instances also increases the likeli-
hood of offline reactivation of these representations, allow-
ing commonalities across instances to effectively be
extracted by gradual learning [30,77]. Thus, eventually
the PlasticDuck is no longer incongruent but has become
part of the Bakery schema. However, even if PlasticDuck
and Bakery have not been reactivated, such that no direct
neocortical–neocortical connection exists (Figure 3b), re-
trieval of PlasticDuck can still occur after a long delay via
retrieval of the MTL instance. Although not predicted by
standard consolidation theory, this possibility is consistent
with other theories and evidence that some remote episodic
memories are MTL-dependent [19,28].
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retrieval of associated objects after consolidation when cued by perception of the familiar BathRoom or Bakery representations from Figure 2. (a) In the congruent case,

PlasticDuck is likely to be recalled owing to high activity of its representation following activation spread from the BathRoom (and indirectly from the BathToy)

representation. (b) In one incongruent case, recall of PlasticDuck can occur through retrieval of the MTL instance (episodic recall), although this may be rare (see the text). (c)

Alternatively, if there have been repeated reactivations of the PlasticDuck and Bakery representations during the delay, for example by their repeated co-occurrence in the

environment, recall of PlasticDuck can occur owing to a direct connection from the Bakery representation (i.e. PlasticDuck has now become part of the Bakery schema). (d)

Associations with incidental, unrelated events (e.g. mobile phone ringing) are suppressed when not consistent with the dominant (e.g. BathRoom) schema in the congruent

case, and are hence not well encoded. (e) By contrast, in the incongruent case, when all activated representations are bound into the same instance, such associations are

encoded by the MTL.
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Selective encoding and interference

If memories can be retrieved via indices within the MTL
system, as in Figure 3c, why is an additional mPFC system
needed? Our proposal is that an additional learning system
is necessary to overcome the high levels of interference
resulting from multiple MTL instances sharing common
elements. The function of the mPFC is then to select the
most relevant elements of an experience (those congruent
with existing schema) during both encoding and retrieval.
Thus, the mPFC not only detects resonance but also
amplifies activity in congruent representations by addi-
tionally suppressing activity in representations inconsis-
tent with the dominant schema (possibly through an
attractor-type mechanism [78]). Imagine, for example, that
on encountering PlasticDuck in your BathRoom, your mo-
bile phone rings (Figure 3d). Because telephone calls are
not particularly related to the BathRoom schema, any
connections between the MobilePhone representation
and the other active representations are de-potentiated
(Figure 3d). In this way, only information that is related to
the dominant (active) schema is effectively selected for
direct neocortical learning. This automatic highlighting
of schema-relevant information is likely to maximise the
efficiency of learning of new information [79]. By contrast,
when experiencing the PlasticDuck and MobilePhone call
in the Bakery, where there is no dominant schema activat-
ed (Figure 3e), all of these elements are bound into a single
instance by the MTL (i.e. incidental, episodic details, such
as the phone call, are better remembered in the incongru-
ent case). This mPFC amplification is also important for
reducing interference during retrieval by focusing on
representations congruent with existing knowledge. This
might explain why patients with mPFC lesions often con-
fabulate, retrieving semantic or episodic information not
directly relevant to the retrieval cue [56].

Predictions of SLIMM
SLIMM provides several predictions for future experi-
ments in both healthy subjects and subjects with MTL
or mPFC damage. Foremost, it predicts that memory
performance in healthy subjects can be a non-linear func-
tion of congruency, with better (schematic) memory for
congruent items mediated by mPFC and better (instance)
memory for incongruent items mediated by MTL. Howev-
er, because the nature of the memories underlying perfor-
mance at either end of this congruency dimension differs,
the precise shape of this function will depend on the nature
of the retrieval test. Free recall or cued recall, for example,
may show only an advantage for congruent items (particu-
larly if a generate-and-recognise strategy is used; Box 1),
whereas tests of incidental episodic detail (unrelated to a
schema), such as recognition or source memory tests, may
show an advantage for incongruent items.

For future neuroimaging experiments, the framework
predicts that MTL and mPFC will show differential activi-
ty patterns and functional coupling (both between each
other and with neocortical regions representing compo-
nents of the memory) as a function of congruency during
encoding, offline replay and retrieval. During encoding and
replay, mPFC activity is predicted to increase with con-
gruency, MTL activity is predicted to decrease with

congruency, and mPFC–MTL coupling is predicted to be
maximal for partially congruent conditions when mPFC
and MTL are both partially activated (Figure 2b). After
consolidation, initially incongruent information will en-
gage mPFC (because it has effectively become incorporated
in the schema), whereas successful retrieval of unconsoli-
dated incongruent information will still engage the MTL
(Figure 3).

Damage to either the mPFC or the MTL is expected to
disrupt the balance between the two types of learning
described above. Selective MTL damage is predicted to
disrupt episodic encoding and produce complete retrograde
amnesia for instances [19], along with temporally graded
retrograde amnesia sparing those memories that have al-
ready been consolidated [18]. However, the still-functioning
mPFC will continue to encode information congruent with
prior knowledge (producing congruency effects [46]) via
strengthening of neocortical connections between novel in-
formation and existing schemas. Conversely, mPFC damage
will disrupt schematic encoding of information and hence
lead to absence of a congruency effect, because all memories
will be stored as instances by the MTL. This will result in
difficulties in integrating new information into a schema
and increased interference during retrieval of information
(confabulation). For information acquired shortly before the
mPFC lesion (recent memories), there will still be a congru-
ency effect, because congruent information has been consol-
idated into neocortical networks in an accelerated manner
relative to incongruent information. However, there may be
a brief period of retrograde amnesia for highly congruent
information acquired very shortly before the mPFC lesion,
when no instances were likely to be encoded and consolida-
tion has not yet occurred. For more remote memories al-
ready consolidated in neocortex, the mPFC lesion should
have no effect (unlike, e.g., damage to anterior, lateral
temporal lobes [80]), nor should mPFC lesions affect long-
term instances still indexed by the intact MTL. In sum, MTL
and mPFC lesions will produce specific problems encoding
new-instance and schematic memories respectively, and
differential retrograde amnesia gradients for recent and
remote memories as a function of congruency.

Conclusions and future directions
Our aim has been to integrate research and theories on
schema, novelty and the contributions of the MTL and
mPFC to memory formation within a single framework.
SLIMM is broadly consistent with a number of other
consolidation theories [11–13,19], but makes the role of
schema, mPFC and mPFC–MTL interactions more explic-
it. We accept that the framework is simplistic (e.g. when
assuming mechanisms that are not yet fully empirically
tested, such as resonance detection by mPFC), and faces
problems with some existing data (Box 3). Nonetheless, at
a minimum, SLIMM should help the understanding and
interrelation of previous, sometimes paradoxical, findings
in the neuroscientific and psychological literature. We hope
it will also prompt future behavioural, neuroimaging and
lesion studies that test the predictions outlined above. We
believe that these developments will be of fundamental
importance for optimising life-long learning and education,
and for treating learning and memory disorders.
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