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HOW do we maintain a nove l
sequence of items in the corre c t
o rder? For ex a m p l e, h ow do we

remember an unfamiliar telephone nu m b e r
d u ring the few seconds between putting
d own the telephone dire c t o ry and pick i n g
up the telephone? This immediate seri a l
recall or ‘ m e m o ry - s p a n ’ task has fa s c i n at e d
p s y ch o l ogists for decades; it remained the
dominant empirical tool behind
c o n t e m p o ra ry theories of short - t e rm
m e m o ry, s u ch as Alan Badd e l ey ’s wo rk i n g -
m e m o ry theory (Badd e l ey, 1 9 8 6 ) .
H oweve r, l i ke many questions in cog n i t ive
p s y ch o l ogy, the ap p a rent ease with wh i ch
we perfo rm such a simple task (prov i d i n g
the telephone number is not too long!)
masks a ri ch and complex host of issues.

T h ree theories of serial ord e r
The ab ove question is just one example of
a more ge n e ral pro blem that Karl Lashley
called the ‘ p ro blem of serial ord e r ’
( L a s h l ey, 1951). He saw this pro blem as
p e rvading many aspects of our behav i o u r,
f rom the order of fi n ger movements in a
skilled pianist, to the order of wo rds in a
s e n t e n c e. At least three diffe rent solutions
to this pro blem have been proposed ove r
the ye a rs , all of wh i ch have been
re i n c a rn ated in recent computer models of
s h o rt - t e rm memory. I have called these
‘ ch a i n i n g ’ , ‘ p o s i t i o n a l ’ and ‘ o rd i n a l ’
t h e o ries (Henson, 1 9 9 8 a ) .

Chaining theory assumes that order is

s t o red by a ‘ ch a i n ’ of associations betwe e n
s u c c e s s ive items (Fi g u re 1:A). This idea
can be traced back to stimu l u s – re s p o n s e
t h e o ry, wh e reby each response becomes the
cue for its successor (Ebb i n g h a u s , 1 9 6 4 ) .
Simple chaining models assume only
pairwise associations between successive
items. 

Th e re are seve ral immediate objections
to chaining models. For ex a m p l e, h ow do
t h ey cope with rep e ated items, wh e re two
d i ffe rent responses will share the same
cue? The chaining model also has diffi c u l t y
handling erroneous re s p o n s e s , after wh i ch
the cue for subsequent items will be
i n c o rre c t , leading to a cascade of furt h e r
e rro rs – after all, a ‘ chain is only as stro n g
as its we a kest link’? More sophisticat e d
models can ove rcome these pro blems by
i n cluding remote associations betwe e n
i t e m s , an ap p ro a ch exe m p l i fied by re c e n t
n e u ral netwo rk models (Elman, 1990). In
these models, the cue becomes a
‘ c o m p o u n d ’ of previous responses. Th i s
‘ recent history ’a l l ows rep e ated items to be
d i s a m b i g u ated by their preceding contex t ;
the effect of a single error is thereby less
d eva s t ating because the pre c e d i n g
responses can ke ep recall ‘on tra ck ’ .

Positional theory, on the other hand,
assumes that each item is coded for its
position in the sequence. Conrad (1965),
for ex a m p l e, assumed that each item is
s t o red in a sep a rate ‘ b ox ’ in memory, a n d
their order is re t ri eved by stepping thro u g h
the boxes in a pre d e t e rmined ro u t i n e
( Fi g u re 1:B). This idea is analogous to the
m e m o ry of conventional von Neumann
c o m p u t e rs , wh e re info rm ation is stored in
s ep a rate ‘ a dd resses’. 

Positional models do not have pro bl e m s
with rep e ated items (because they are
s t o red in diffe rent boxe s ) , nor with
e rroneous responses (because recall can

p roceed to the next box , even if the
contents of the current box are not re t ri eve d
c o rre c t ly). Howeve r, the model also ra i s e s
questions. How many boxes do people
h ave in short - t e rm memory : s i x , s eve n ,
eight? More import a n t ly, the ‘ p e r fe c t ’
coding of position in this model does not
explain the most common error people
m a ke in serial re c a l l , wh i ch is to swap , o r
t ra n s p o s e, n e a r by items. One response is to
assume that the positional codes are not
p e r fe c t , but ‘ ove rl ap ’ with each other. In
the computational model of Burgess and
H i t ch (1992), for ex a m p l e, positions are
cued by a sliding window (see ahead to
Fi g u re 3:B). The ove rl ap between cues fo r
n e a r by positions provides a rationale fo r
the misord e ring of nearby items. One
p ro blem faced by such models, h oweve r, i s
to specify pre c i s e ly wh at these positional
codes rep resent (both psych o l ogi c a l ly and
in the bra i n ) .

The third type of theory, o rdinal theory,
assumes that order is rep resented by the
re l at ive values of some continuous pro p e rt y
of the items. For ex a m p l e, G ro s s b e rg
(1978) assumed that order is rep re s e n t e d
by the strength of items in memory, w i t h
the fi rst item ‘ s t ro n ge s t ’ and the last item
‘ we a kest’. The order of items can be
re t ri eved by an iterat ive process of
selecting the stro n gest item and then
t e m p o ra ri ly suppressing it so as to re c a l l
the next stro n gest item, and so on (Fi g u re
1:C). If some random noise is added to
e a ch item’s stre n g t h , this selection pro c e s s
can rep roduce the dominant pat t e rn of
o rder erro rs in immediate serial re c a l l , a s
d e m o n s t rated by the pri m a cy model (Page
& Norri s , 1998). The simplicity of such
models is ap p e a l i n g : no explicit coding of
position is re q u i re d, for ex a m p l e. Howeve r,
as argued below, the evidence suggests that
people do somehow code position.
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FIGURE 1 Chaining (A), positional (B)
and ordinal (C) models of serial ord e r
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Evidence from errors in immediate
serial re c a l l One way to distinguish
b e t ween these three theories is to ex a m i n e
the erro rs people make when they
m i s recall a sequence. For ex a m p l e, m o s t
chaining models (even those with
‘ c o m p o u n d ’ cues) predict a higher
p ro b ability of an error when the cue fo r
one item is similar to the cues for other
items. Fo l l owing an idea from Badd e l ey
( 1 9 6 8 ) , we tested this prediction by
examining the erro rs made when people
recalled sequences of altern at i n g
p h o n o l ogi c a l ly confusable (e. g. B and P)
and phonologi c a l ly non-confusable items
(Henson et al. , 1996). Given that items in
s h o rt - t e rm memory are assumed to be
rep resented in phonological term s
( B a dd e l ey, 1 9 8 6 ) , chaining models pre d i c t
i n c reased erro rs on the items fo l l owing the
p h o n o l ogi c a l ly confusable items (Fi g u re
2:A). Howeve r, we found no evidence fo r
an increased pro b ability of erro rs
fo l l owing confusable items compared with
c o n t rol trials with no confusable items:
c o n t ra ry to chaining theory. 

The ex t reme case of similarity is the
repetition of an item. Most ch a i n i n g
models thus predict an incre a s e d
p ro b ability of erro rs fo l l owing rep e at e d
items (Fi g u re 2:B). Wi cke l gren (1966)
o ri gi n a l ly rep o rted evidence in support of
this prediction. Howeve r, the mere
p resence of rep e ated items in a sequence
has seve ral important effects on recall of
t h at sequence (Henson, 1998a). Wh e n
these other effects are taken into account,
the evidence for a direct effect of
repetition on recall of subsequent items is
far from compelling (Henson, 1997). Our
fa i l u re to find any effect of phonologi c a l
s i m i l a rity or repetition on recall of
subsequent items calls into doubt the ro l e
of chaining in immediate serial re c a l l .

In contrast with the absence of cl e a r
evidence for chaining theory, t h e re is
abundant evidence in support of positional
t h e o ry. One example is the pat t e rn of
e rro rs that arises when sequences are
t e m p o ra l ly grouped (by inserting a pause
eve ry three items, for example). Th o u g h
s u ch grouping improves ove rall re c a l l
( wh i ch is why it is a common strat egy fo r
re m e m b e ring sequences such as telep h o n e
nu m b e rs ) , one type of error actually
i n c reases. This is the swapping of items
b e t ween groups that maintain their
position within a group (Rya n , 1969). Th e
m i ddle item of one group is like ly to swap
with the middle item of another gro u p
( Fi g u re 2:C). Such ‘ l o n g - d i s t a n c e ’ swap s
a re uncommon in ungrouped sequences,

and can only be explained by assuming
t h at the items are somehow coded for their
position within a group. These erro rs are
not predicted by ordinal theory, a c c o rd i n g
to wh i ch the middle item of a group can
o n ly be recalled after having alre a dy
recalled the fi rst (or last) item.

Another example of such ‘ p o s i t i o n a l ’
e rro rs occurs between trials. In typical
s h o rt - t e rm memory ex p e ri m e n t s ,
p a rticipants attempt multiple trials of
s e rial recall. On closer inspection, o n e
finds that the erro rs on one trial are more
l i ke ly than chance to have occurred in the
same position on the previous trial (Conra d,
1960; see Fi g u re 2:D). Such ‘ p ro a c t ive
i n t e r fe re n c e ’ of positional info rm ation can
o n ly arise if items are somehow coded fo r
their position within trials. 

Both these examples – the positional
e rro rs between groups and between tri a l s
– re flect a ge n e ral tendency for erro rs
b e t ween sequences to maintain their
position within a sequence. Th ey cannot
be explained by chaining or ord i n a l
t h e o ries alone. Howeve r, the question
remains as to ex a c t ly how  position is
c o d e d.

T h ree theories of positional
c o d i n g
At least three diffe rent types of positional
codes are possibl e. I have called these
‘ t e m p o ra l ’ , ‘ ab s o l u t e ’ and ‘ re l at ive ’c o d e s
( H e n s o n , 1999). A temporal coding of
position assumes that each item is
a s s o c i ated with its time of occurre n c e,
p e r h aps re l at ive to the start of the
s e q u e n c e. In the OSCAR model of Brow n
et al. ( 2 0 0 0 ) , for ex a m p l e, items are
a s s o c i ated with the states of tempora l
o s c i l l at o rs of diffe rent frequencies (e. g. the
hour and minute hands of a cl o ck , Fi g u re
3:A). By resetting the oscillat o rs
( rewinding the cl o ck ) , the order of items
can be re c a l l e d.

An absolute coding of position
assumes that items are associated with
their ordinal position (fi rs t , s e c o n d, t h i rd,
e t c. ) , rega rdless of their time of
o c c u rre n c e. In the afo rementioned model
of Burgess and Hitch (1992), for ex a m p l e,
the window of activity (Fi g u re 3:B)
ch a n ges only when a new item is
p re s e n t e d, rega rdless of the delay betwe e n
s u c c e s s ive items. In other wo rd s , items are
a s s o c i ated with their absolute position
f rom the start of the sequence. 

A re l at ive coding of position assumes
t h at items are coded with respect to both
the start and the end of a sequence. In the
s t a rt–end model (Henson, 1998a) I

fo l l owed the ideas of Houghton (1990) by
assuming a start marke r, wh i ch is
s t ro n gest at the start of a sequence and
d e c reases in strength towa rds the end, a n d
an end marke r, wh i ch is we a kest at the
s t a rt of a sequence and increases in
s t rength towa rds the end. These marke rs
function like ‘ a n ch o rs ’ , the re l at ive
s t rengths of wh i ch provide an ap p rox i m at e
t wo-dimensional code for each position
within a sequence (Fi g u re 3:C).

A temporal coding of position is
s e n s i t ive to pre s e n t ation rat e, so items
f u rther ap a rt in time are associated with
m o re distinctive positional codes.
H oweve r, an absolute coding of position is
i n s e n s i t ive to pre s e n t ation rat e, in that the
code for the second item in a sequence
p resented rap i d ly is identical to the code
for the second item in a sequence
p resented slow ly. An absolute coding of
position is also insensitive to the length of
a sequence, in that the code for the third
item in a sequence of three is identical to
the code for the third item in a sequence
of five. But a re l at ive coding of position is
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FIGURE 2 P redicted chaining erro r s
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s e n s i t ive to sequence length: the code fo r
the third item in a sequence of three is
d i ffe rent from the code for the third item in
a sequence of five. The fo rmer item is
coded for the end of the sequence, wh e re a s
the latter item is coded for the middle of
the sequence.

Evidence from errors in immediate
serial re c a l l To test whether position
within groups is coded in temporal or
absolute term s , Ng (1996) examined the
p at t e rn of erro rs between groups pre s e n t e d
at diffe rent rates. Consider two gro u p s , fo r
ex a m p l e, with the second presented twice
as slow ly as the fi rst (Fi g u re 4:A). Th e
question was whether the third item in the
fi rst group was more like ly to swap with
the third item of the second group (as
p redicted by an absolute coding of
p o s i t i o n ) , or with the second item of the

second group (as predicted by a tempora l
coding of position, given that these items
o c c u rred at the same time re l at ive to the
s t a rt of a group). The fo rmer erro rs prove d
m o re common, favo u ring an ab s o l u t e
coding of position. Nonetheless, the same
p at t e rn is also predicted by a re l at ive
coding of position.

To test whether position within gro u p s
is coded in absolute or re l at ive term s , I
examined the pat t e rn of erro rs betwe e n
groups of diffe rent sizes (Henson, 1 9 9 9 ) .
C o n s i d e r, for ex a m p l e, a group of thre e
items fo l l owed by a group of four (Fi g u re
4:B). The question was whether the third
item in the fi rst group was more like ly to
swap with the third item of the second
group (as predicted by an absolute coding
of position), or with the fo u rth item of the
second group (as predicted by a re l at ive
coding of position, given that both items
o c c u rred at the end of a group). The lat t e r
e rro rs proved more common, favo u ring a
re l at ive coding of position. In a second
ex p e riment I found the same pat t e rn of
e rro rs between trials of diffe rent lengths,
again favo u ring a coding of position
re l at ive to both the start and the end of
s e q u e n c e s .

A new model of re l at i ve
p o s i t i o n
These data we re consistent with the
s t a rt–end model (Henson, 1 9 9 8 a ) .
H oweve r, t h ey also raised a pro blem with
this model. In my second ex p e ri m e n t
( H e n s o n , 1999) the length of a given tri a l
was not known in advance by part i c i p a n t s .
Yet the erro rs at the end of one trial we re
still most like ly to have occurred at the end
of the previous trial. How could an end
m a rker grow in strength towa rds the end of

a sequence even though the end of that
sequence was unpre d i c t abl e ?

To ove rcome this pro blem we turned to
an altern at ive means of coding re l at ive
position. Fo l l owing the ideas of To m
H a rt l ey, we proposed that position is coded
by a number of temporal oscillat o rs that
compete to ‘ b e s t ’ rep resent the sequence
(Henson & Burge s s , 1997). The oscillat o r
t h at ‘ w i n s ’ this competition is the one
whose (half) period best mat ches the
t e m p o ral duration of the sequence (Fi g u re
5). We also assumed that the position of
items in the sequence is coded by the
‘ p h a s e ’ of the winning oscillator (i.e. the
p ro p o rtion of that oscillat o r ’s period that
had been completed by the time each item
is presented). This is automat i c a l ly a
re l at ive coding of position; though diffe re n t
length sequences will be coded by diffe re n t
o s c i l l at o rs , the similarity between ‘ p h a s e ’
codes is always re l at ive to the period of
e a ch oscillat o r, and there fo re alway s
re l at ive to the start and end of that
s e q u e n c e. Most import a n t ly, h oweve r,
because multiple oscillat o rs compete in
p a rallel to rep resent a sequence, the length
of that sequence does not have to be know n
in adva n c e. This can explain why re l at ive
e rro rs occur between the ends of sequences
even when those ends are not pre d i c t abl e.

The use of oscillat o rs is ap p e a l i n g,
given the ove r whelming evidence fo r
p e riodic oscillations in the bra i n , and the
n at u ral emergence of oscillations fro m
simple dynamic models of neura l
i n t e ractions. More ove r, t h e re are other
i n t e resting pro p e rties of the model
d e s c ribed ab ove. For ex a m p l e, not only
does it predict the ap p ro p ri ate pat t e rn of

February 2001

Remembering sequences

The Psychologist Vol 14 No 2

FIGURE 3 Temporal (A), absolute (B)
and re l a t i ve (C) codings of position

FIGURE 4 P redicted temporal, absolute and re l a t i ve positional errors betwe e n
g roups presented at diffe rent rates (A) and groups of diffe rent sizes (B)
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FIGURE 5 R e l a t i ve positional
coding via multiple competing
o s c i l l a t o r s
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e rro rs within and between sequences, i t
also provides a rationale for the limited
c apacity of people’s memory spans. As the
number of items coded by an oscillat o r
i n c re a s e s , the similarity between the phase
codings of each position also incre a s e s .
U l t i m at e ly, those codes may be so similar
t h at the order of items cannot be
d e t e rmined (and this limit may be 7 ±2
items (Miller, 1 9 5 6 / 1 9 9 4)). In other wo rd s ,
the limited ra n ge of phases automat i c a l ly
re s t ricts the precision with wh i ch we can
code position in short - t e rm memory. 

F u t u re dire c t i o n s
Though an appealing idea, a more detailed
model using competing oscillat o rs has ye t
to be deve l o p e d. In part i c u l a r, the details of
h ow these oscillat o rs ge n e ralise to
h i e ra rchical sequences of sub-sequences,
and possibly longe r- t e rm learning of
t e m p o ral sequences, remain to be
e s t ablished (Henson & Burge s s , 1997). In
the meantime, we have been attempting to
i n t e r fe re ex p e ri m e n t a l ly with these

hypothetical oscillat o rs by the use of
c o n c u rrent temporal distraction tasks (bu t
with only limited success to date). 

We have also used bra i n - i m agi n g
t e chniques to look for a neuro a n at o m i c a l
locus for these oscillat o rs. By compari n g
c ove rt serial recall of tempora l ly gro u p e d
and ungrouped sequences, we identified a
p l a u s i ble candidate in left dorsal pre m o t o r
c o rt ex (Henson et al., 2000). We are
optimistic that this iterat ive combination of
c o m p u t ational modelling and detailed
e m p i rical inve s t i gat i o n , p o s s i bly toge t h e r
with contri butions from neuro i m aging and
n e u ro p s y ch o l ogy, will continue to shed
n ew light on a long-standing pro blem in
c og n i t ive psych o l ogy.

■ Dr Rich a rd Henson is at the Institute of
C og n i t ive Neuro s c i e n c e, U n ive rsity College
L o n d o n , 17 Queen Square, L o n d o n , W C 1 N
3AR. Te l : 020 7833 7483; e-mail:
r. h e n s o n @ u cl . a c. u k .
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