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The Primacy Model: A New Model of Immediate Serial Recall

Michael P. A. Page and Dennis Norris
Medical Research Council Cognition and Brain Sciences Unit

A new model of immediate serial recall is presented: the primacy model. The primacy model stores
order information by means of the assumption that the strength of activation of successive list items
decreases across list position to form a primacy gradient. Ordered recall is supported by a repeated
cycle of operations involving a noisy choice of the most active item followed by suppression of the
chosen item. Word-length and list-length effects are attributed to a decay process that occurs both
during input, when effective rehearsal is prevented, and during output. The phonological similarity
effect is attributed to a second stage of processing at which phonological confusions occur. The
primacy model produces accurate simulations of the effects of word length, list length, and phonologi-

cal similarity.

Serial recall from short-term memory is one of the most
intensively studied tasks in cognitive psychology. To a large
degree, interest in serial recall stems from a conviction that it
involves a system whose operation underlies performance in a
great variety of cognitive tasks. However, despite the theoretical
importance of the topic, no detailed mechanism has yet been
proposed that can give an integrated explanation of the central
body of empirical data on immediate serial recall (ISR). Al-
though researchers using theories like the working memory
model (Baddeley, 1986; Baddeley & Hitch, 1974) have devel-
oped qualitative accounts of a range of phenomena, such as the
effects of phonological similarity and word length, theorists who
have attempted to develop a more gquantitative account of the
processes underlying serial recall have typically been more re-
stricted in the range of ISR data that they seek to explain (e.g.,
Drewnowski, 1980; Estes, 1972; Lee & Estes, 1981; Lewandow-
sky & Murdack, 1989; Richman & Simon, 1994; Shiffrin &
Cook, 1978).

The modeling of immediate serial recall has been dominated
by approaches that emphasize two possible underlying mecha-
nisms: recall by means of position—item associations and recall
by means of chains of item—item associations.’ This dichotomy
was one that was addressed extensively within a related (but
distinet) literature on serial-list learning (e.g., Ebenholtz, 1963;
Jensen & Rohwer, 1965; Slamecka, 1967; Young, 1961, 1962,
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1968), though without a clear resolution in favor of either mech-
anism. For immediate serial recall, the position—chaining dis-
tinction has been addressed most explicitly by Burgess and
Hitch (1992), whose simulations led them to conclude *‘that
simulations with little or no chaining came closest o reproduc-
ing human behavior, particularly in relation to order errors and
the shape of the serial position curve™ (p. 456}. Even when
using purely positional information, however, their mode] fails
to reproduce important aspects of the serial-recall data, such as
pronounced primacy and recency effects and the detailed patiern
of errors underlying the phonological similarity effect {Badde-
ley, 1968; Henson, Norris, Page, & Baddeley, 1996; but see
Burgess, 1995). Here we introduce a simple model that explains
all these effects and others and that relies neither on item—item
chaining nor on positional information but on a more direct
coding of item order.

Scope of the Model

The first, and most obvious, target for any model of serial
recall is to reproduce the basic serial-position curve.? The serial-
position curve has a characteristic shape: a primacy portion, in
which errors increase with serial position, and a recency porticn
(frequently confined to the last item in the case of visnally
presented lists), in which errors decrease with list position. It
is very important to note that this recency effect is qualitatively
different from that found in free-recall experiments, in which
recall order is unconstrained and the items presented last are
typically recalled first. In serial recall, the advantage for the
final item occurs in spite of the fact that it is recalled last.

Serial recall gives rise to qualitatively different types of error:

! Note that chaining accounts require at least one position~item asso-
ciation, namely, that with the first item, to initiate recall.

2 Note that we use the term seria! recall throughout to refer to tasks
conducted to ensure that recall proceeds in strict forward order, with no
backtracking, scored such that an item is considered correct only if
recalled in the correct position. Participants are able to indicate an
omission either by saying “‘blank’ during verbal recall or by drawing
a line during written recall.
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substitutions, whereby an item is replaced with another item in
recall, or omissions, whereby no item is recalled in a given
position. Substitutions can be further classified into transposi-
tions, whereby an item is replaced with another item from the
same list, and intrusions, whereby an item is replaced with an
item from outside the target list. Repeats in recall, where there
was none in the stimulus, can fall into either category, though
a repeated intrusion is extremely unusual. The distribution of
such errors in recall can tell us a great deal about the mecha-
nisms underlying recall. Our aim, therefore, is not only to repro-
duce the serial-position curve but also to account for the detailed
pattern of errors underlying it.

The intended scope of our model is best discussed with refer-
ence to the working memory framework established by Badde-
ley and Hitch (1974 ) and further developed by Baddeley (e.g.,
Baddeley, 1986). In Baddeley’s model, immediate serial recall
is mediated by the so-called phonological loop, comprising a
phonclogical store and an articulatory control process capable
of supporting subvocal rehearsal. Consideration of this model
has motivated a series of experiments whose results place strong
constraints on models of shori-term memory, in particular mod-
els of immediate serial recall. A number of more specific obser-
vations have been made, each of which should be explained by
a detailed model of serial recall.

First, performance in recalling a list composed of items that
are phonologically confusable, such as the rhyming letter names
B, C, D, and G, is worse than that for low-confusability stimuli,
such as the letter names H, @, R, and Y (Baddeley, 1966, 1968;
Conrad, 1964; Conrad & Hull, 1964; Wickelgren, 1965a,
1965b). This phonological similarity effect is found with both
auditorily and visually presented lists, but for visually presented
lists the effect disappears with articulatory suppression during
input (Murray, 1967, 1968; Peterson & Johnson, 1971). It is
hypothesized that articulatory suppression interferes with the
phonological recoding of visually presented stimuli.

Second, serial-recall performance is affected by the length of
the words making up the lists. This effect is most clearly seen
when comparing the recall of lists made up of one-syllable
words with the recall of those comprising five-syllable words
(Baddeley, Thomson, & Buchanan, 1975; Hulme, Maughan, &
Brown, 1991), but Baddeley et al. also tested recall with words
matched both for number of syllables and number of phonemes
to show that articulation rate is the important determinant of
performance. The typical finding (e.g., Hulme et al., 1991) is
that participants’ span (defined most often as the list length for
which participants recall 50% of lists correctly) is linearly re-
lated to the rate at which they can articulate the stimulus items.
Some aspects of this conclusion have been questioned recently
{Caplan, Rochon, & Waters, 1992; Caplan & Waters, 1994;
but see Baddeley & Andrade, 1994). Nonetheless, Baddeley’s
{ 1986) general account has been successful in explaining cross-
linguistic differences in digit span (N. C. Ellis & Hennelly,
1980; Hoosain, 1987; Naveh-Benjamin & Ayres, 1986; Stigler,
Lee, & Stevenson, 1986).

Third, recall is worse for longer lists. Performance, measured
as the percentage of lists correctly recalled, when plotted against
list length results in an inverse S curve (e.g., Drewnowski &
Murdock, 1980).

Fourth, recall performance in response to an auditorily pre-

sented list exceeds that in response to the same list presented
visually, the advantage manifesting itself toward the end of the
list. The way in which we simulate this medality effect illustrates
our belief that the benefits of auditory presentation reflect a
component of memory additional to memory for order.

Before describing our model, we note that Baddeley’s ( 1986)
conception of the phonological loop is intimately tied to the
immediate serial-recall task. There is a great deal of experimen-
tal evidence that indicates both the phonclogical nature of the
memory system underlying performance in this task and the fact
that representations in this memory system are extremely labiie,
being rendered useless by filled delays of as little as 2-3 s (e.g.,
Baddeley & Scott, 1971; Bjork & Healy, 1974; Conrad, 1967,
Estes, 1973; Houston, 1965; Muter, 1980; Peterson & Johnson,
1971; Tehan & Humphreys, 1995). Thus, in presenting a model
of immediate serial recall, we see ourselves as developing a
computational model of the phonological loop, to complement
Baddeley’s verbal description. For this reason our model, like
Baddeley’s, should not be thought of as being applicable to
tasks involving serial recall after significant delays.

The Primacy Model
General Approach

Rather than deriving order from a chain of interitem associa-
tions or from associations with positions {entities that are in
some sense preordered), the primacy model stores order in
terms of the relative activation levels of list items, In the descrip-
tion that follows, we assume that a given familiar stimulus item
has, in connectionist terms, a localist representation, that is, a
single node that corresponds to that stimulus. We assume that
the order of items within a list can be represented by a pattern
of activations across the corresponding nodes. More specifically,
we assume that the order of items in the list ‘*1234" can be
represented by a pattern of activation such that x; > x; > X3
> x, > 0, where x, refers to the activation of the node represent-
ing the stimulus i. Thus, the rank ordering of the node activations
corresponds to the temporal ordering of the stimuli. We term
such a pattern of activation a primacy gradient of activations,
Representing order in this way is not a new idea, having been
described by Grossberg (1977, 1978) and subsequently em-
ployed by, for instance, Cohen and Grossberg (1987), Nigrin
(1993), and Page (1993, 1994). These studies have received
some neurophysiological support from investigations into long-
term potentiation in response to sequences (Granger, Myers,
Whelpley, & Lynch, 1993; Granger, Whitson, Larson, & Lynch,
1994; Lynch & Granger, 1992). Nevertheless, such a representa-
tion has not previously been employed in a detailed model of
immediate serial recall.

In the earlier work cited above, and in some of our own recent
work (Page & Norris, 1998; see the Appendix), a primacy
gradient of activations is generated directly by presentation of
the stimulus list. Briefly, each of the item nodes receives input
for a short time after its corresponding stimulus is presented.
This input activates the item node to a degree that decreases
linearly with the number of item nodes already activated—a
primacy gradient results. Alternatively, for those more familiar
with models such as that of Burgess and Hitch (1992}, the
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primacy gradient might be thought of as resulting from associa-
tion of each list item with some representation of the start-of-
list context, with the strength of association decreasing with list
position (see later). Indeed, in the positional (ie., negligible
chaining) model that Burgess and Hitch favored, a primacy
gradient of the type we require is generated simply by cuing
with the pattern representing the first position (with a small
change necessary to ensure all list items are activated above
zero). The important difference is that, in this version of our
proposed model, once the primacy gradient is established, or-
dered recall can proceed without any need to cue further posi-
tions, that is, without any need to “‘move the context along.”
At first sight, the primacy gradient might seem to be at vari-
ance with the conventional assumption that recent memory rep-
resentations will generally have a stronger trace than older repre-
sentations that have been subject to decay or interference. That
is, one usually expects information in memory to have a recency
gradient and not a primacy gradient. The important thing to
remember, however, is that the primacy gradient represents the
activation of item representations specifically in the presence of
a cue to serial recall. Even so, decay of activations over time is
central to the proper operation of the primacy model.
 The mechanism by which a primacy gradient is converted to
an ordered response is simple. Once the primacy gradient is
established, recall consists of a repeating cycle in which the
item with the largest activation is selected for recall and subse-
quent recall of that item is suppressed. Suppression is assumed
to be necessary to prevent repeated recall of the most active
itern. The model is neutral with respect to the exact mechanism
of suppression, though this could be achieved in a number of
ways (e.g., Burgess & Hitch, 1992; Houghton, 1990; Lewan-
dowsky & Murdock, 1989). Clearly, if the primacy gradient is
properly established and the maximally active node can be se-
lected without error, performance will be perfect. To the extent
that either the gradient itself or selection is contaminated by
noise, recall will be prone to error.

Specific Mechanism

To make the mechanism of the primacy model entirely ex-
plicit, we assume that, in response to the stimulus list **123456,””
we have a primacy gradient of activations for which x; > x; >
X3 > X4 > X5 > Xg > 0 and for which (x, —- X3) = (X2 — X3)
= (X3 — X4) and so forth. A constant-step primacy gradient is
illustrated ( at three different points in time—see later } in Figure
1. We further assume that although the primacy gradient is
instated without noise, the process of choosing the item with
maximal (unsuppressed) activation is noisy. ( The fact that we
concentrate the effects of noise into the choice process alone
is purely for computational ease—the same results could be
achieved by reducing the choice noise and assuming some addi-
tional noise in the primacy-gradient activations themselves.) In
our model, noisy choice is modeled by adding zero-mean
Gaussian noise to each of the activations before accurately
choosing the node with the largest resulting activation. For sim-
plicity, we assume that the primacy gradient itself remains unaf-
fected by this noisy selection process, so that the addition of
noise is not cumulative with regard to the original activations.

Data from ISR experiments indicate that the primacy portion
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Figure 1. The effect of activation decay on the effective primacy-

gradient step size. The upper section shows the exponential decay of
primacy-gradient activations over time. The lower panel shows the corre-
sponding exponential decrease in the effective step size, that is, the
activation difference between nodes representing successive items.

of the serial-position curve, that is, the portion for which errors
increase with list position, is more extensive than the recency
portion, which is usually confined to the last position of recall.
The primacy model explains the asymmetry by assuming that
while recall is proceeding, the primacy-gradient activations un-
dergo exponential, time-based decay. Thus, during recall, the
effective difference between the activations of the yet-to-be re-
called items in positions n and (n + 1) decreases and, accord-
ingly, correctly ordered recall of these items becomes more
vilnerable to the constant-variance noise. The effect of decay
is illustrated in Figure 1. The upper panel shows how activations,
representing the list ‘“123456," decay over time. The lower
panel shows how this also causes the effective step size to
decrease over time.

To explain primacy effects, our model requires only the as-
sumption that activations decay during recall. In fact, using the
activation-based conception of our model, we assume that an
item node’s activation, which grows under the influence of input
in the short period immediately after presentation of the corre-
sponding item, decays exponentially at all times thereafter (in-
cluding during recall}. To avoid this leading to a recency gradi-
ent under conditions of long stimulus interonset interval (101),
the degree to which a given item node activates on presentation
of its corresponding item depends not only on the number of
items already active but in addition on a modulating factor
whose value itself decays exponentially with time measured
since the beginning of list presentation. This aspect of the model
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ensures that a constant-step primacy gradient results even in
cases in which the IOI is long. Differential equations for item-
node activations, which guarantee a primacy gradient in this
way, are given in the Appendix. If, alternatively, the primacy
gradient is conceived as resulting from a start-of-list context
cue, then decay can be thought of as reflecting an exponentially
diminishing ability to reconstruct/maintain this cue as time
passes,

On the basis of these decay assumptions, the strength of the
primacy gradient at the start of recall (and more particularly
the step size that separates the activations of successive items
at that time) will depend on the time that has elapsed since
current-list presentation began. We might, therefore, assume that
the Jonger the stimulus 101 (i.e., the slower the list is presented),
the worse will be performance. The fact that this result is not
typically obtained has been attributed to participants’ being able
to use the longer stimulus ICIs to perform subvocal rehearsal,
a proposal supported by data indicating that slowly presented
lists are recalled more poorly under conditions in which re-
hearsal is prevented by articulatory suppression (Baddeley &
Lewis, 1984). In our model, we assume that a cumilative re-
hearsal, in order, of items so far presented simply constitutes a
more recent re-presentation of the list. In the presence of effec-
tive rehearsal, therefore, the strength of the primacy gradient at
the start of recall will depend on the time that has elapsed since
the start of the most recent rehearsal rather than on the time
since the start of list presentation; this aspect of the model is
illustrated in Figure 2. We suggest that rehearsal proceeds until
the point in the list at which a full rehearsal of all the items so
far presented becomes impossible in the stimulus ICIL. Clearly,
the longer the stimulus IOI, the later in the list cumulative re-
hearsals will be possible, though the longer will be the time
delay, for a given list length, once rechearsal has ceased and
before recall can begin. This aspect of our model is crucial in
explaining effects of word length, list length, and delay.

The assumption that rehearsal in serial-recall tasks is cumula-
?ive in nature, as opposed to reperitive (in which only the most
recently presented item is repetitively rehearsed) or asseciative
(in which the two most recent items are rehearsed in order so
as to cement their supposed association ), receives some experi-
mental support. Systematic investigation of participants’ covert
rehearsal strategies is difficult, but the results of experiments
employing overt rehearsal or instructed covert rehearsal { Fergu-
son & Bray, 1976; Palmer & Ormnstein, 1971) are consistent with
the idea that cumulative rehearsal is both optimal and usual for
serial-recall tasks.

The model as described so far is only capable of modeling
order errors. It is important to note, however, that even this
simple model, based on a simple primacy gradient of activations,
is capable of showing the one-item recency effect found in the
data. In fact, it also shows a one-item primacy effect, though
this is often masked by a ceiling effect at early recall positions
and by the more general primacy effect that results from activa-
tion decay during recall. These end effects come about as fol-
lows: The errors underlying the curve are overwhelmingly paired
transpositions of adjacent list items, that is, items n and (n +
1) exchanging positions. Because of the noisy choice process,
the activation of item {(n + 1) will sometimes exceed the activa-
tion of item n, leading item (n + 1) to be recalled before item

n. The first list item can only be involved in such an error with
the second list item—it cannot be recalled too early. Likewise,
the last list item can only be transposed with the penultimate
item—it cannot be recalled too late. By contrast, items from
the middle of the list can be exchanged by being recalled early
in some trials or late in others. This leads to a situation in which,
averaged over many trials, transposition errors on the first and
last items are less probable than such errors on other list items,
Analogous primacy and recency effects due to end effects are
also seen in the perturbation model of Estes (1972) and that of
Lee and Estes (1977, 1981).

Primacy and recency effects are natural consequences of the
simple primacy model. However, early simulations revealed that
this model consistently had a larger recency effect than that
seen in the data. (The recency effect is measured as the differ-
ence between performance on the final and penultimate items,
positive recency being reflected by better performance on the
final item.) A detailed comparison of the real and simulated
serial-position curves afforded a simple explanation. The re-
cency effect predicted by the model actually showed a good
correspondence with that found in the data if analysis was re-
stricted solely to transposition errors. However, in the experi-
mental data, the strong recency effect shown in transpositions
is tempered by the occurrence of other types of errors, such as
omissions, intrusions, and repeats, Collectively, these item errors
tend to occur with a frequency that increases with output posi-
tion, with no reduction for the last position (Henson et al.,
1996). In the Henson et al. experiments, the number of omis-
sions and intrusions was not large enough, even at the last
position of recall, to mask the contribution of transposition
errors Lo the overall last-item recency effect. In the light of this
observation, we decided to extend the model to incorporate an
account of such errors. We did this by introducing the possibility
that, as activation levels decrease, item errors occur in addition
to order errors.

The mechanism by which we model item errors and their
increase with output position is as follows. After the item with
the maximal activation ( with noise ) has been chosen, this activa-
tion is forwarded to an output decision process. Here, the for-
warded activation is compared with a threshold (cf. Burgess &
Hitch, 1992) to decide whether the corresponding item is either
recalled (above threshold) or not (below threshold). In the latter
case, either the item will be omitted or, in an experimental
setting, guessing might result in an alternative item’s being re-
called in its place. Like the item-selection process, the threshold-
comparison process is assumed to be subject to noise. Introduc-
tion of such a mechanism allows us both to simulate errors
other than transpositions and to produce an improved fit 1o the
observed serial-position curves.

The provision of an output threshold is intended to simulaie
the increase in item errors with output position. The primacy
model, with its monotonically decreasing level of activation
across list items, is able to account for this error pattern in a
natural way, without sacrificing the one-item recency effect
found in the pattern of transposition errors. Note that the sug-
gested mechanism can also account for the observation that it
is possible to recover from, for instance, an omission, by giving
the correct item in the following position of recall. The pattern of
errors found within the class of item errors, that is, the individual
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Figure 2. The effect of rehearsal on the level of primacy-gradient activations. Cumulative rehearsal acts
like a re-presentation and delays the time at which decay starts having its effect. IOl = interoset interval.

patterns of omissions, intrusions, and repetitions, is not explic-
itly modeled here. Such explicit modeling would lead to the
introduction of several additional parameters while offering, we
believe, very little in the way of explanatory benefit over the
qualitative account proposed next. We assume that omissions
occur as described above but speculate that there are occasions
when participants are unwilling to ‘omit and, in preference, re-
spond with an item. Occasionally, this item will not have been
present in the stimulus list (though typically it will have been
presented in a recent list), leading to an intrusion error. Repeat
errors are potentially explicable in a similar way. Henson et al.
(1996 ) characterized repeat errors as being literally few and far
between, that is, the erroneous repetition of an item tends to be
separated from its first occurrence in recall by several interven-
ing responses. In Henson et al.’s data, repeat errors consisted
chiefly of early items being recalled again in a late {predomi-
nantly the last) position of recall. In the present framework, this
phenomenon is most readily explained in terms of ‘‘wearing
off ”’ of response suppression. As noted above, in our model,
items that have already been recalled are necessarily suppressed
to prevent their being recalled again and again. If this suppres-
sion were to weaken during the course of further recall, then
one would expect items recalled early to begin to be recalled
again at later positions. This is particularly the case if one envis-
ages the primacy gradient itself to remain unaffected by recall

in spite of the response suppression applied to recalled items.
We do not model the wearing off of suppression here.

Simulations and Fits to Data

The primacy model has five parameters. Four of these parame-
ters can be arbitrarily scaled and are thus defined relative to the
step size in the primacy gradient as it would appear if the rate
of decay was set to zero—this notional step size is therefore
set to one for simplicity. N is the standard deviation of the
selection noise, D refers to the exponent of the activation decay
such that an activation of x at a given time becomes an activation
of xe P 1 s later, P is the peak value of the undecayed primacy
gradient, T is the output threshold, and M is the standard devia-
tion of the noise added to the forwarded activation before com-
parison with this output threshold.

Before we could fit data from a given experiment, we needed
to make some approximations regarding rates of covert rehearsal
and output times for the experimental stimuli. Where there were
published data available to help us make these approximations,
we used them accordingly; where data were unavailable, we
made what we believe to be plausible assumptions. The pre-
sumed values for varions stimulus types are given in Table 1: The
values for words were estimated from Baddeley et al. (1975),
Baddeley and Andrade (1994), and Hulme et al. (1991); the
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values for letters were estimated so as to be consistent with
these data. These values remained fixed throughout our simula-
tions and were not manipulated to produce good fits.

Given these rates, the number of cumulative rehearsals, C,
performed by participants was estimated as C = R(I - 0.2),
where I represents the stimulus IOI used in the experiment,
measured in seconds, and R denctes the covert rehearsal rate.
The constant 0.2 represents an approximation to the time needed
to recognize the list item. Therefore, the time over which the
primacy gradient is assumed to have decayed at the start of
recall is given by I-max{(1, L. — C), where L is the number of
items in the stimulus list. Given approximations of the recogni-
tion time and rehearsal rates, this delay time can be calculated
for any given experiment.

The first data we used for the fitting of the model to serial-
position curves came from two sources: Baddeley (1968, Exper-
iment 5) and Henson et al. (1996, Experiment 1).* In both
cases, participants were asked to perform immediate written
recall, in the order of presentation, of six visually presented
letters. Henson et al. noted some minor differences in experi-
mental design between the two experiments, chiefly concerned
with the blocking or otherwise of lists of different types.

Qur initial concern was to {it our model to the data from lists
that contained only nonconfusable items. Initial optimization
was performed both by hand (which is feasible for low-dimen-
sional parameter spaces) and by using the nondeterministic min-
imization algorithm described by Caprile and Girosi {1990),
As a result of this process, four of the five parameters were set
as follows: D =027, P=115T=049 and M = 0.74. The
remaining parameter, N, was, unless otherwise mentioned, the
only parameter that was varied so as to fit all the data presented
below. (In most cases, we have been able to improve on these
fits by allowing more than one parameter to vary slightly be-
tween data sets, but the benefit does not, in our view, justify
the consequent loss of clarity in presentation of the model.) All
results shown were obtained by running the simulation for an
equivalent of 10,000 stimulus lists, which was more than suffi-
cient to ensure a stable pattern of results between runs.

The fits produced by the five-parameter model are shown in
Figure 3. The noise parameter, N, was set to 0.19 for simulating
the Baddeley (1968) data, giving a rms error of 0.032 and to
0.23 for simulating the Henson et al. (1996) data, giving a rms
error of 0.017. The pattern of item errors produced by the model
and that found in the Henson et al. data are also plotted in the
left panel of Figure 3 (the equivalent data are not available for
the earlier study ). The model does a reascnable job of capturing
the pattern of ilem errors, which are at a generally low level

Table 1
Rates of Covert Rehearsal and Output Times
Assumed for Simulations

Covert rehearsal rate Output time

Material (items/s) (s/item)
Letters 4.0 0.5
One-syllable word 2.8 0.7
Three-syllable word 23 0.95
Five-syllable word 1.6 1.4
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Figure 3. Simulations of serial-position curves for lists of nonconfus-
able items, using the five-parameter model. Panet A shows simulations
of data from Baddeley (1968, Experiment 5). Panel B shows simulations
of data from Henson et al. (1996, Experiment 1).

and which increase with list position, the rms error for the item-
error curve being 0.027. In fact, early simulations of a two-
parameter (N and D) primacy model, without an omission
mechanism, showed that such a model was also able to fit the
overall serial-position curve with an rms error of less than 0.04.
The justification for the additional complexity of the extended
model is primarily that it allows the modeling of a distinct type
of error rather than conferring any drastic improvement in the
ability to fit these data. In order to test whether the discrepancies
between the data and the model gre significant, we used Ho-
telling’s T? test of the null hypothesis that the serial-position
curves for model and data are statistically indistinguishable, We
were able to do this for only the Henson et al. data because we
required variance and covariance data that were unavailable for
the earlier study. For the total and item errors, the F values,
based on 6 and 42 degrees of freedom, were 0.37 and 0.08,

* Henson et al. briefly reported simulations of their data using an
earlier version of the primacy model. This earlier version did not incorpo-
rate decay directly and therefore had a very restricted scope compared
with the full model described here.
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Figure 4. Simulations of transposition gradients from nenconfusable-list data from Henson et al. (1996),
using the five-parameter model. The numbers above the curves refer to the ordinal position of the item in
the stimulus list. The curves show the proportion of responses on which that item appears in each of the
six response positions. For comparison with the model, the data do not include response repeats.

respectively, neither of which gives us any reason to reject the
null hypothesis.

The transposition gradients for the Henson et al. (1996) data
(again unavailable for the earlier study), showing the positions
in which a given stimulus item is likely to be recalled, are shown
in Figure 4. This figure shows that the model is consistent with
the data in that the likelihood of a given transposition decreases
with transposition distance (NB, this is not true of all models
of immediate serial recall-—e.g., Nairne, 1990). The rms error
between the model and the data for the 36 points shown is
0.029.

Given that, as mentioned above, inclusion of the additional
mechanism and parameters needed to account for item errors
was motivated by the existence of this type of error in the data,
rather than just a desire to improve the fits to the overall serial-
position curves, it is desirable to show that the item-error mecha-
nism also provides good fits to serial-position curves in which
item errors form a larger proportion of the errors, relative to
transposition errors, than they did in the Henson et al. (1996}
study. Such data are difficult to find, however, because very few
studies provide serial-position curves for item errors as distinct
from errors in general. We therefore used data that we collected
in one of our own experiments involving immediate serial recall
of visually presented lists of eight letters, an experiment for
which we have a full error analysis.® Figure 5 shows the model
fit to the serial-recall curves for both total errors and item errors
(note that the curve depicting order errors is totally constrained

by these two curves and is therefore, for the sake of clarity, not
shown). The value of the noise parameter, N, was 0.17. Once
again, the fit is good: The rms error for the total-error curve is
0.028, and the rms error for the item-error curve is 0.029. In
both cases, Hotelling’s T? test, applied as above, gives F < 1.

It is worth pausing at this point to review the properties of

* These data were collected to investigate the pattern of errors underly-
ing the modality effect. Participants performed immediate, written, serial
recall of eight-item lists containing the letters R, B, J, X, H, Z, L, and
@, with no repeats. The lists were arranged so that no letter appeared
in the same position as it had in either of the two previous trials and so
that each letter appeared approximately equally often in each position.
In the visual condition, the letters were presented one after another in
the center of a computer screen, so that each letter replaced its predeces-
sor. In the auditory condition, participants heard lists of the same letters
through headphones. The speaking of each of the letters was digitally
recorded, and the lists were assembled from these samples, with care
taken that all lists sounded rhythmically isochronous. In both conditions,
the presentation rate was one letter per second. Immediately after the
presentation of the list, a recall cue appeared on the computer screen
and participants wrote their responses, strictly from left to right, in a
row of eight boxes. They responded in their own time and were asked
to indicate any omissions by putting a stroke through the relevant box.
They covered their response before proceeding to the next trial. In each
of the conditions ( visual and auditory), there were 18 participants, each
of whom recalled 60 lists. Modality was treated as a between-subjects
factor.
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Figure 5. Simulations of serial-position curves for visually presented
lists of eight nonconfusable letters, using the five-parameter model.

the primacy model that are responsible for its ability to give
such an accurate simulation of serial recall, End effects generate
symmetrical effects of primacy and recency restricted largely
to the terminal items themselves. End effects are simply a conse-
quence of the fact that the terminal items have fewer opportuni-
ties to engage in a transposition error than items in the middle
of the list. Overlaid on top of these very local effects is the
influence of decay, which has its impact throughout the entire
list. The effect of decay is to reduce the effective step size for
items recalled later in time (see Figure 1), making transposition
errors more likely. At the very end of the list, end effects over-
come the disadvantage of a decreasing step size to produce the
upturn in perforrhance we see as a recency advantage. Thus,
somewhat paradoxically, the primacy model generates a recency
effect even though the last item has the lowest initial level of
activation and has the smallest effective step size between it and
the preceding item. Recency is thus an automatic consequence
of the general principles of the model and is not something that
demands any special treatment of the final items in a list. This
recency advantage in transpositions is opposed, but not normally
overwhelmed, by a tendency for item errors to increase with
output position. These item errors are modeled by the inclusion
of an output threshold for responses.

A closer look at order errors reveals that the primacy model
has a tendency toward local transpositions because of a property
that we term fill-in (Norris, Page, & Baddeley, 1994). The prop-
erty itself can be simply stated: When an item is missed in
recall, due to a local transposition, it is liable to be recalled in
the next position. For example, in response to the list **123456,"
if Item 2 is recalled in the first position, then Item 1 is most
likely to be recalled next. Analysis of the Henson et al. (1996)
data shows that this is indeed a property of actual recall, Item
1 being recalled three times more often than Itern 3 in cases in
which Item 2 was erroneously recalled first. Fill-in is obviously
a property of the primacy model, because the activation of early
items always exceeds that of later items, provided neither has
been recalled and thus suppressed. It should be noted, however,
that fill-in is not naturally a feature shared by either item--
item chaining models or position—item association models, As
a congcrete illustration of the latter, we shall refer to the positional
model suggested by Burgess and Hitch (1992) toward the end of

their article. The aspect of this model that we wish to highlight is
the fact that the positional codes assumed to underlie recall cue
items symmetrically about the correct position, That is to say,
a given context vector maximally cues the recall of the item
with which it was associated at list presentation, and it cues
adjacent items equally. Translated into the activation framework
presented here, positional cuing of the second item in a six-item
list would lead to the symmetrical pattern of activation seen in
Figure 6, in which items from the first and third positions are
cued equally. (Note that in position—item association models,
the identity of the item or items previously recalled has no effect
on the cue for later items.) This pattern of response cuing has
the following consequence: If, as before, Item 2 is recalled in
the first position, then the next context state will cue Items 1
and 3 to an equal extent. Thus, there will be a 50% probability
of recalling Item 3 in the second position (if we assume for
simplicity that we can neglect all but one-apart transpositions).
If Item 3 is thus recalled, the probability of recalling Item 1
decreases rapidly: The third context stale is a much stronger
cue for Item 4 than it is for Item 1 (Items 2 and 3 being
suppressed). If response suppression is absolute, it is likely that
Item 1 will not be recalled until the last position of recall, at
which point it is the only response left unsuppressed. This not
only reduces the chances of achieving a recency effect, which
requires that the last item be preferentially recalled in the last
position, but also results in an unusually large number of long-
distance transpositions, in this case Item | transposing to Recall
Position 6. Thus, it appears that the experimental data are incom-
patible with any positional model that cues items from adjacent
positions symmetrically or in a manner biased towards suc-
ceeding items. These data are also incompatible with models
relying on pairwise item—item chaining. Such models predict
that if Item 2 is recalled in the first position, Item 3 will tend
to be recalled next. This is the exact opposite of fill-in.

The Word-Length and List-Length Effects

Having shown that the primacy model performs well in simu-
lating the basic properties of serial recall, we now demonstrate
¢ ¢

ml!s

Figure 6. The activations of items when cued with a solely positional
context corresponding to the second position of recall of a six-item list.
This pattern assumes symunetrical cuing,.
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how this simple model can account for other characteristics of
immediate serial recall—in particular, the word-length and list-
length effects.

As noted above, the most interesting property of the relation-
ship between word length and performance in serial-recall tasks
is the fact that span appears to be linearly related ta the rate at
which the list items can be articulated (Baddeley et al., 1975).
Various hypotheses have been proposed to account for this find-
ing. Baddeley (1986) suggested that items in the phonological
store are subject to decay unless periodically refreshed by a
(typically subvocal) articulatory rehearsal process. Because
iong words take longer to rehearse than do short words, lists of
long words permit fewer opportunities for rehearsal and thus
their memory representations are subject to increased decay.
Cowan and colleagues (Cowan, 1992, Cowan et al., 1992;
Cowan, Wood, & Borne, 1994), although accepting the general-
ity of Baddeley’s account, further suggested a role for output
delay. They postulated that memory decay continues throughout
recall, and that, as a result, recall of items reported late in the
serial recall of long-word lists will suffer relative to the equiva-
lent items from short-word lists.

Note that if the length effect were entirely attributable to
decay during output, there should be no effect of length on the
first item in a list. Such an effect is typically found (e.g., Avons,
Wright, & Pammer, 1994; Baddeley et al, 1975; Baddeley,
Lewis, & Vallar, 1984) but was absent from Cowan et al. (1992).
{ One likely reason for this absence is that Cowan et al.’s results
were restricted by a ceiling effect for the first item; another is
discussed later.) The primacy model assumes a decay process
that occurs during both presentation and cutput. Qur assumption
that decay has its effect at all times after cumulative rehearsal
has ceased, and that that moment comes sooner for lists of longer
words due to restrictions on the time available for cumulative
rehearsal, is consistent with both Baddeley’s {1986, etc.} and
Cowan’s {1992, etc.) accounts of the word-length effect. It is
also consistent with Dosher and Ma’s (1998) finding that output
time is a crucial determinant of ISR performance.

‘To investigate the behavior of the primacy model with respect
to word length, we tried to simulate the linear relationship be-
tween span and articulation rate. There is considerable variation
in the literature regarding the ways in which both span and
articulation rate are measured. For instance, Baddeley et al.
(1975) measured span using the ‘‘mean percentage of words
recalled in the appropriate position’” (p. 582) for a list of fixed
length. The more usual definition, and the one we simulate here,
gives span as the list length for which 50% of lists are recalled
correctly. The comparison data came from the first experiment
in Hulme et al. (1991). The simulations were run with the noise
parameter, N, set to 0.16 and the rehearsal and output rates given
in Table 1.

The results of the word-length simulations are shown in Fig-
ures 7 and 8. Figure 7 shows the variation in proportion of
lists recalled correctly with list length, for three different word
lengths (viz., one, three, and five syllables). The characteristic
inverse S curves demonstrate that the proposed mechanism cap-
tures the list-length effect and lead to estimates for the 50%-
correct span. These span estimates are plotted in Figure 8§, to-
gether with corrected® spans from Hulme et al. (1991). The
rates for speeded articulation for the experimental data were
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Figure 7. Simulations showing the variation of percentage of lists cor-
rect versus list length for a variety of word lengths. The 50%-correct
span measure is derived from these curves.

estimated with reference to Baddeley et al. (1975). The simula-
tions not only give the desired linear relationship (R* = .99,
slope = 1.2, intercept = 2.7) between span and articulation
rate but also match the experimental results to well within the
experimental error that can be inferred from the Hulme et al.
article {slope = 1.4 with a standard error of 0.19; intercept =
2.4 with a standard error of 0.27).

There is one further interesting point to make about these
word-length experiments. As was noted earlier, Cowan et al.
(1992) found an interaction between word length and serial
position: There was no effect at the first position of recall, but
the effect increased with list position. it was hypothesized above
that this was partly due to ceiling effects for early items. The
model can shed further light on this finding, because it makes
explicit the contributions of prerecall decay and during-recall
decay. The Cowan et al. experiment used a comparatively long
stimulus IOI of 2 s. On the basis of the assumption used earlier,
this 10{ allows approximately 1.8 s available for curmulative
rehearsal in the time between successive stimulus items. Both
the short and long words consisted of two syllables, differing
only in articulation time. Rates of speeded articulation, inferred
from Cowan et al., suggest that for both long and short words
(2.27 and 2.63 words per second, respectively ), more than four
words could be articulated in an interstimulus interval. The lists
themselves were five items long, so *‘full’” cumulative rehearsal

* The correction involves adding 0.5 to the span measures obtained
experimentally. This is because Hulme et al. (1991) calculated span by
giving participants four lists at each progressive list length; span was
determined as the list length at which participants performed four lists
perfectly, plus 0.25 for each longer list correctly recalled. Thus a partici-
pant who got all lists of length four correct, two lists of length five, and
none of length six would be accorded a span of 4.5. The correction
between span measures is needed because, on the 50%-correct span
measure, the same participant would be accorded a span of 5.0. This
correction is valid on average as long as one assumes that the inverse S
curve relating percentage of lists recalled versus list length is rotationally
symmetric about the 50%-correct point.
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is possible for both word lengths. Under these conditions, there
is no difference between the prerecall decay in the short-word
and long-word conditions. Thus, in this experiment—and, we
predict, in other experiments combining short lists with long
interitem intervals and relatively short word lengths —any word-
length effect is bound, according to our model, to reflect only
memory decay during output. In these circumstances, there will
be no effect on the first item of recall, with the effect increasing
with list position. To illustrate the point, we set up an approxi-
mate simulation of the Cowan et al. experiments. For the all-
short and all-long conditions, we averaged the results across the
first two experiments and adjusted the model’s noise parameter,
N, s0 as to optimize the model’s fit with respect to values of
the mean proportion of items correct given by Cowan et al.
(short, .865; long, .785).* With N = 0.23, the model gave values
of mean proportion correct of .86 and .79 for lists of short and
long words respectively, giving the serial-position curves shown
in Figure 9. The serial-position curves show exactly the pattern
found in the data, namely, a ceiling effect at the first position,
which contributes to an interaction between the effects of word
length and serial position. It should be noted that these simula-
tions necessitate assumptions concerning the time taken for par-
ticipants to output the short and long words. The time taken to
output a short word was set to 0.8 5, a value derived from other
studies in which similar durations were measured directly. The
time assumed for output of a longer word was then varied so
as to achieve the best fit to Cowan et al’s summary data. The
best fit was achieved when this time was set to 1.1 s, which
seems to be reasonable, but which, in the absence of experimen-
tal data, must remain without confirmation.

We have shown that a simple decay process, partially offset
by cumulative rehearsal, is sufficient to account for the word-
length and list-length effects in immediate serial recall of lists
of familiar items. We have also illustrated how the detailed
pattern of results can depend on the experimental design.
G. D. A. Brown and Hulme (1995 ) also suggested that the word-
length effect can be explained using trace decay. Theirs is not
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Figure 8. Results of simulations showing the linear relationship be-
tween 50%-correct span and articulation rate, compared with cotrected
data from Hulme et al. (1991). Both panels refer to the same simulations
as werc used to generate Figure 7.
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Figure 9. Simulation showing how the word-length effect can interact
with serial position. The upper curve simulates performance with long
words, and the lower curve simulates performance with short words,
under those conditions inferred from Cowan et al. (1992).

a process model but rather produces recall probabilities directly.
It is difficult for such models to explain the types of error
underlying the changes in span that they sinwlate. Indeed, as-
pects of their model imply that changes in span result solely
from changes in the rates of omission errors. In contrast, the
primacy model is consistent with the data, in that the adverse
effects of increased word-length and increased list-length resuit
from increases in both transpositions and item errors. The Bur-
gess and Hitch (1992) model uses decay of position—item asso-
ciations to achieve a word-length effect without investigating
any contribution of rehearsal. Rehearsal is clearly an important
part of the phenomenology of immediate serial-recall tasks, al-
though it is necessarily rather difficult to control experimentally
and to model. We believe that the primacy model represents an
appropriate balance between rehearsal and decay processes that
can simulate, both qualitatively and quantitatively, a variety of
data.

The primacy model also affords a qualitative account of the
interactions that are found between the word-length effect and
articulatory suppression. The fact that the word-length effect
disappears when presentation is visual and articulatory suppres-
sion is employed, even if only during presentation {Baddeley
et al., 1975), can be explained by assuming (with Baddeley,
1986) that suppression prevents the visually presented material
from being recoded so as to gain access to the phonalogical
loop. With auditory presentation, the word-length effect persists
if suppression is required only during list presentation and recall
is vocal (Baddeley et al., 1975). In this case, suppression pre-
vents rehearsal but does not prevent differential output delays
from generating a word-length effect. Finally, when presentation
is auditory, and suppression is in addition required throughout
recall, the word-length effect is abolished (Baddeley et al.,
1984). We can account for this result by noting that Baddeley
et al. (1984 ) not only prevented rehearsal, with the requirement

¢ Exact fits to the serial-position curve are not possible in this case,
because Cowan et al. did not give the relevant information for both
experiments.
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to suppress throughout, but also deliberately attempted to equate
written output times for the long and short words by allowing
participants to abbreviate the former. Under these conditions,
the primacy model is consistent with the data in predicting no
effect of word length.

Neath and Nairne (1995), by building on Nairne’s (1990}
feature model, suggested that word-length effects can be ob-
served in a model that does not use the concept of decay. Their
alternative is to postulate a ‘‘theoretically neutral’” (p. 432)
property of a word, namely, its ‘*number of segments’” (p. 432),
that is perfectly correlated with its articulatory duration. In addi-
tion, they assumed that words with more segments suffer at
recall in a probabilistic segment-assembly process. The interest-
ing feature of Neath and Nairne’s model is that the only motiva-
tion for these assumptions appears to be to avoid attributing the
length effect to decay. Rather than accept that increased word
length leads to extra decay, they introduced two extra features
(i.e., segments and an unspecified segment-assembly process),
neither of which explains anything that is not already explained
by decay-based models. Moreover, as they noted, it seems diffi-
cult to square their account with the data of Cowan et al. (1992),
who found that recall of short words was adversely affected if
their recall was preceded by recall of long words from the same
list.

We can also apply the primacy model to data from delayed-
recall tasks in which rehearsal is prevented during the retention
interval. J. Brown (1958), Conrad (1958, 1960), Murdock
(1961), and Peterson and Peterson (1939) all showed that im-
mediate recall could suffer greatly even from a short filled delay.
The effect was particularly apparent for lists of length approxi-
mately equal to span. Conrad (1960) found that simply requiring
participants to prefix their responses with a redundant item took
their performance from 73% of lists correct to 38% of lists
correct. In terms of the primacy model, we can relate this to the
steep portion of the inverse S curves showing recall performance
plotted against list length. When participants are operating at
around span, a single extra item, or in this case a single extra
unrehearsed delay, causes a drastic drop in performance. Dallett
(1964 ) supported this interpretation by showing that a seven-
digit list prefixed with a redundant *“0’’ either on presentation,
on recall, or both, was recalled at the same level as an eight-
digit sequence with no redundant elements. (Note that Dallett
interpreted the result of the condition involving prefixed presen-
tation with nonprefixed recall as indicating that participants
found it impossible not to remember the prefix as part of the
list and therefore took time to omit it from their recall.) A more
detailed investigation by Dallett ( 1965) and another by Crowder
(1967) both reinforced the conclusion that a redundant item
in recall has an effect very similar to lengthening the to-be-
remembered list by one nonredundant item. Baddeley and Hull
(1979) similarly attributed the prefix effect, and the greater part
of the suffix effect, to decay over an interval during which
rehearsal is prevented, and this view was also supported by data
from Mortenson and Loess (1964 ), Lowe and Merikle (1970),
and Jahnke (1975).

A final observation, related to the issue of recall delay, con-
cerns backward recall. If participants are required to recall the
stimulus list in the reverse direction, the typical finding (e.g.,
Hulme et al., 1997; Madigan, 1971) is that errors increase with

output position, with a small benefit for the last items recalled
(i.e., the first items presented). We speculate that, when faced
with this task, participants are able to respond quickly with the
last stimulus item but thereafter proceed with a number of covert
forward recalls of decreasing length, each time “‘peeling off *’
the last item for recall. Some evidence ( Anders & Lillyquist,
1971) suggests that participants are able to peel off pairs of
items and to use visual or other strategies to perform their
reversal. (This suggestion certainly accords with our subjective
experience when performing the task.) We used the model to
simulate this account, assuming that participants peeled off
items in pairs. The noise parameter, N, was set to 0.18, and the
data were those taken from Hulme et al. (1997, Experiment 4).
In fact, Hulme et al. also varied the frequency of the words used
to test forward and backward serial recall. Consistent with their
proposal that word frequency has its effect at a late redintegra-
tion stage, we varied the omission threshold, T, in our model
accordingly: T was left equal to 0.49 for high-frequency items
and was set to 0.90 for low-frequency items. The only further
assumption we made concerned the time taken to reverse the
last two items following a covert forward recall—we estimated
this to be 2 s, although no timing measurements were made that
could confirm the accuracy of this estimate.

The serial-position curves for forward and backward recall,
showing errors plotted against input position for both the data
and the model, are shown in Figure 10. Given the assumptions
that we made regarding the strategy used by participants in
this experiment and the timing of their responses, it would be
inappropriate to make quantitative claims on the basis of our
simulations. Nonetheless, a number of points can be made re-
garding the model’s qualitative performance. First, the form of
the serial-position curves produced by the model is close to that
seen in the data. (Note that the divergence between model and
data in the last position of forward recall is attributable to a
modality effect, the experimental lists having been presented
auditorily —see later.) Moreover, the model shows the correct
pattern of results with respect to word frequency: There is an
effect of frequency in forward recall that grows over serial
positions, but there is no such effect apparent for backward
recall. This pattern of results emerges because the model shows
fewer omissions for backward recall than for forward. The re-
peated covert forward recalls act like rehearsals, which, al-
though they might introduce cumulative order errors, maintain
primacy-gradient activations at a reasonably high level relative
to the omission threshold. Backward recall is thus less sensitive
to a change in this threshold than is forward recall. The perfor-
mance of the model with respect to these data simultaneously
supports both our general approach to backward recall and our
decision to model frequency effects by varying, on an item-by-
itemn basis, the level of the omission threshold.

The Phonological Similarity Effect

As noted earlier, lists of items that are phonologically similar
are typically recalled worse than lists of phonologically dissimi-
lar items. Superficially, it may seem difficult for the primacy
model, with its localist representation of list items, to capture
this effect. Nonetheless, we show that a simple extension to the
model enables simulation of data that has proved extremely
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Figure 11). Simulation showing the effect of word frequency on for-
ward and backward recall. The data are taken from Hulme et al. (1997).
High-freq = high-frequency; low-freq = low-frequency.

difficult for alternative models and that has become something
of a benchrnark test for such models. These data concern recall
performance for mixed lists, containing items of both low and
high confusability. Such lists were used by Baddeley (1968)
and by Henson et al. (1996), the latter extending the original
results and augmenting them with a detailed analysis of the
pattern of recall errors. Both Baddeley and Henson et al. found
that recall of nonconfusable items in mixed lists was unaffected
by the presence of confusable items in spite of the fact that
performance on the confusable items suffers considerably. This
leads to characteristic sawtooth-shaped serial-position curves
for lists in which the items alternate in confusability, with the
troughs corresponding to the nonconfusable items lying on the
same curve as items from lists entirely composed of nonconfus-
able items.” Careful inspection of the errors underlying these
serial-position curves reveals that the additional errors found
for confusable items in mixed lists consist almost entirely of
transpositions between the phonologically similar items (Hen-
son et al., 1996). Concern that participants in these experiments
might have used some predictability in the structure of the lists
to aid recall is not supported. Baddeley presented his six differ-

ent list types in a single block in random order; Henscn et al.
blocked the two types of alternating lists together but still pre-
sented them in a random order. In the latter experiment, partici-
pants were debriefed and claimed to have noticed no structure
within or between trials. Moreover, Bjork and Healy (1974)
also used mixed lists, in their case consisting of four items, two
confusable, and presented all 24 possible orderings for serial
recall in three delay conditions. Consistent with the findings of
Baddeley and Henson et al., they concluded that

the presence of two acoustically similar letters in the same to-be-
remembered stimulus does not increase the loss of order information
for the other acousticatly dissimilar letters in the string, it seems to
produce rapid loss of order information specific to the two similar
letters. (p. 95)

These results suggested a two-stage mechanism (Norris et
al., 1994; Norris, Page, & Baddeley, 1995), whose properties
are characterized in Figure 11. The first stage can be considered
to store the order of items in a manner unaffected by their
phonological similarity. This function can be carried out by the
model as described so far. The second stage can be considered
to be a confusion stage. We loosely characterize this stage as
an ‘‘output stage,”” though we are not committed to a particular
interpretation of this label. The two stages interact as follows.
At a point in recall, an item is selected at the first stage using
the mechanisms described earlier This single item is forwarded
to the second stage, in which items’ phonological forms are
explicitly represented, where there is a chance that it will be
confused with a similar sounding item (usually from the list—
see later) before being output. The second stage is an additional
source of transposition errors between confusable items, over
and above the order errors, which are inherent in the first stage.
A two-stage model with these general properties will necessarily
produce sawtooth-shaped serial-position curves for alternating
lists of confusable and nonconfusable items.

More specifically, recall is characterized in the following way.
A single item at a time is chosen from the first stage as before.
Localist item representations in the second stage are then acti-
vated to a degree dependent on their similarity to the item chosen
at the first stage. The node corresponding to the forwarded item
has activation 1; the nodes corresponding (o items phonologi-
cally similar to the forwarded item have activation S, where S
is a new parameter such that 0 < 8§ < 1; and nodes correspond-
ing to items phonologically dissimilar to the forwarded item
have zero activation. Next the activations are multiplied by the
corresponding primacy-gradient activations as found in the first
stage. The reason for this multiplication is detailed below. Then
the item with maximal resultant activation is chosen by a noisy
selection process entircly analogous to that in the first stage.
The winning item is output, and its subsequent choice at the
second stage is suppressed. In order to incorporate this mecha-
nism into the existing model, we simply assume that this second
stage is that stage at which the noisy threshold-comparison pro-
cess (i.e., that which permits modeling of item errors) occurs.
The only change to the model is the introduction of the single
parameter, S, that allows phonological confusions, as well as
item errors, to occur at this output stage.

"To aid in visualizing this effect, refer forward to Figure 12.
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Figure 11. A schematic account of the proposed two-stage model.

Before showing the results of simulations, we must expand
on two points in the preceding description. The first concerns the
multiplication of second-stage activations by the corresponding
first-stage (primacy-gradient) activations. At first glance, this
might seem to be an unnecessary complication. Why should
both stages be influenced by the primacy gradient? To appreciate
the need for the primacy gradient to operate at both stages,
consider the behavior of a simpler model in which the gradient
operates only at the first stage. Once an item is chosen at the
first stage, confusions at the second stage will be determined
solely hy the similarity between the item chosen and the other
items remaining to be recalled. If a confusion error is made at
the second stage, it will be equally likely to result in output of
any one of the incorrect confusable stimulus items. In other
words, the additional transpositions due to the confusion stage
will be evenly distributed. This is not the case. For instance,
Henson et al. {1996) showed that transposition profiles for the
first item of recall for the pure confusable and pure nonconfus-
able lists are not parallel (i.e., related by an additive constant)
as would be expected if the confusion stage were flat. The data
suggest that the likelihood of a given confusion depends on the
list positions of the items involved. We have chosen to model
this pattern with the multiplicative mechanism described above.
This also ensures that phonological confusions will result in
transpositions rather than intrusions as is also found in the data.

The second point for expansion concerns the suppression of
previous responses. The model is such that response suppression
acts independently at each stage. Thus a confusion at the second
stage will result in one item’s (i.e., the item forwarded from

the first stage) being suppressed at the first stage, with another
item’s (i.e., the item recalled) being suppressed at the second
stage. To see why this should be so, imagine the situation that
would result if the recalled item were suppressed at hoth stages,
regardless of the item originally forwarded to the second stage.
For example, assume that the alternating list ““BRCX’’ has been
presented, and that at the first position of recall the item *‘B™
is chosen at the first stage and accordingly forwarded to the
confusion stage. Further assume that a confusion occurs, so that
the item finally recalled is ““C.”” resulting in the suppression of
“C” at both stages. In these circumstances, it is likely that
““B,” which is unsuppressed at either stage, will once again be
chosen at the first stage in the second position of recall. This
would result in a large number of additional errors in a noncon-
fusable position, an outcome that is at odds with the data. Of
course, the fact that “‘B’’ is most likely to be chosen again in
the second position of recall is a consequence of the primacy
gradient continuing to favor the choice of ‘B’ over ‘‘R.”” Would
independent suppression at each stage prove unnecessary if, for
instance, a positional cuing mode! were used, which would favor
the recall of “‘R’” over *‘B”’ in these circumstances? We propose
that one can only dispense with independent suppression if one
has a model that does not exhibit fill-in. Fill-in, as noted earlier,
is the tendency to respond preferentially with previously skipped
items; to the extent that this tendency is present, *‘B’” will be
recalled rather than ‘R’ in the second position of recall in the
above example, leading to increased errors in the nonconfusable
position. Because fill-in is an essential property, we are forced
to postulate independent suppression.

We used the model described above to simulate the serial-
position curves from Baddeley (1968, Experiment 5). We em-
ployed the same values for the five original parameters as were
used to simulate the serial-position curves for pure-nonconfus-
able lists, and we adjusted the additional parameter, namely, the
degree of similarity of similar letters, S, to produce the other
curves. This value remained fixed at § = 0.86 for all simulations
presented here. Figure 12 shows the simulations, using these
parameters, for the three list types CCCCCC, NCNCNC, and

0.7
o,
0.6
g 051 --0--CCCCCC-data
.4l —ea— GCCCCC-modsl
% ----NCNCNG-data
a 0.3 4 —a— NCNCNC-model
& --#--CNCNCN-data
w g2 —a— CNCNCN-mode!

Serial position

Figure 12.  Simulations of three conditions from Baddeley (1968, Ex-
periment 5). The key indicates stimulus-list composition, where N refers
to a nonconfusable item and C refers to a confusable item.



774 PAGE AND NORRIS

CNCNCN (where N represents a nonconfusable letter and C a
confusable) together with the corresponding data from Badde-
ley’s experiment; the values for the rms error are 0.053, 0.045,
and 0.026, respectively. Figure 13 shows the simulations for list
types NNNNNN, CCCNNN, and NNNCCC, giving rms error
values 0.033, 0.050, and 0.074, respectively. The comparatively
high value for the rms error in the NNNCCC condition is largely
attributable to a poor fit to the fourth and sixth positions of
recall. There is a suggestion that participants were able to use
a grouping strategy in this condition, which might help to ex-
plain these disparities. The model captures all the pertinent fea-
tures of the data, particularly the insensitivity of the performance
on nonconfusable letters to the confusability or otherwise of the
other letters in the list,

The choice of a two-stage process to account for the effects
of phonological similarity might strike some as inelegant. How-
ever, it is a choice that has been dictated by the complexities of
the data. On the assumption that a one-stage mode! would be
more parsimonious, we devoted a great deal of time to an at-
tempt to develop a simpler account of the data. However, as in
Burgess and Hitch (1992), none of the one-stage models we
tested were able to give a proper simulation of the data. The
preceding analysis, demonstrating the necessity for two stages
of suppression to moedel the alternating-list data, highlights the
central problem faced by one-stage models. We believe these
data force the use of a two-stage model.

Is the notion of a two-stage process plausible? In many ways,
the second stage can be thought of as similar to the deblurring
process postulated to occur at the output of the theory of distrib-
uted associative memory model (Lewandowsky & Li, 1994); a
two-stage process to model phonological similarity effects was
also hinted at, without being fully specified, in Lee and Estes
(1977). Furthermore, there are distinct similarities between the
structure of our two-stage model and recent models of speech
production. For instance, Levelt (1989) discussed in detail a
two-stage view of lexical access for output. The first stage in-
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w o) —a— NNNNNN-model
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Serlal position
Figure 13, Simulations of the remaining three conditions from Badde-

ley (1968, Experiment 5). The key indicates stimulus-list composition,
where N refers to a nonconfusable item and C refers to a confusable
item. The NNNNNN condition is the same as that shown in Figure 3
and i$ included for completeness.

volves selection of a single lemma for output. The second stage
involves activation of the phonological form. In this second
stage, there may be activation of phonologically related items
but not semantically related items. This is a precise parallel
with our model: We assume the selection of a response at a level
at which item representations are unaffected by phonological
similarity, followed by access to the phonological representation
of that item, with the possible output of phonologically related
items (i.e., similar sounding letters) but not of semantically
related items (i.e., other letters in general). In Page and Norris
(1998), we made the link with models of speech production
(in this case, those of Dell, 1986, 1988) more explicit, devel-
oping the idea that the phonological similarity effect results
from the same process as do speech errors in everyday speech
(cf. A. W.Ellis, 1980).

The two-stage idea also receives some support from data
presented by Drewnowski and Murdock ( 1980), who identified
two types of intrusion error in serial recall: one in which the
intruded item is an item from a recent list but with no phonologi-
cal similarity to the correct item which it replaces, the other in
which the intruded item does not come from a recent list but
is phonologically similar to the correct item. These intrusions,
similar to those noted in normal speech by Garrett (1980), have
a clear interpretation. The former result from selection of the
wrong item at the first stage (though we have not modeled
intrusions here); the latter result from selection of the correct
itemn at the first stage, followed by a phonological confusion at
the second stage.

A final observation cautions against identifying the phonolog-
ical confusion stage with an articulatory output stage, namely,
the finding that individuals with anarthria and those with dysar-
thria exhibit a normal phonological similarity effect (Bishop &
Robson, 1989),

The Modality Effect

The final effect we discuss is the modality effect, whereby
lists presented in the auditory modality are recalled better than
those presented in the visual modality, the advantage being mani-
fested in better recall of the list-final item or items. Qur primary
goal was to concentrate on modeling those effects on immediate
serial recall, described above, that are common to both presenta-
tion modalities (cf. Crowder, 1978, p. 505). Indeed, our reading
of the literature leads us to believe that the modality effect
invalves a component of memory distinct from the operation of
the phonological loop itself. With this in mind, we present a
simple simulation that illustrates that the modality effect need
not rely on any better memory for order when presentation
modality is auditory. Instead, we suggest that the effect relies
on a better memory for items, or more particularly the list-final
item, under these circumstances.

Suppose that auditory presentation of a list of items leads to
a situation in which the last item heard is retained by the listener,
in a way in which the last item seen in a visually presented
list is not. We are completely agnostic about the mechanism
underlying this memory, but note that such a memory for the
last item heard involves no memory for order, merely memory
for a single item. This account is, of course, very similar to
that involving the precategorical acoustic store suggested by
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Crowder and Morton (1969 ) and later modified by, for example,
Morton (1976) and Crowder (1978). What consequences would
such an additional memory have for serial recall of the list?
Obviously, it will improve the recall of the last item, by anchor-
ing it to the last response position: The listener knows the iden-
tity of the last item heard and ‘‘saves’’ it for the last position
of recall. As a result, performance on the penultimate item will
also improve, because there will no longer be a temptation to
recal] that item in the last position of recall (cf. the end effects
mentioned earlier). In this way, a proportion of the improvement
on the last position of recall can trickle back to the penultimate
and, perhaps, the antepenultimate position.

To illustrate this point, we took some data that we had col-
lected specifically in order to investigate the modality effect. The
experimental method was absolutely standard and was described
with reference to the simulations of eight-item lists presented
earlier. We ran the model as before, with exactly the same param-
eters as were used in the earlier simulation, but for the auditory
case we incorporated a new parameter, namely, the probability
that the identity of the last item presented auditorily was retained
uniquely in a separate memory store and was therefore bound
to be recalled in the last recall position—and in that position
only. This probability was set to .8 to give a good fit to the
experimental data: The rms error with respect to the data from
the auditory condition was 0.032. The experimental data and
the simulation results are shown in Figure 14. Clearly, the provi-
sion of this single, largely reliable item memory, when accompa-
nied by the basic ordered-recall mechanism, is sufficient to give
an accurate account of the modality effect. Of course, we do
not wish to place too much emphasis on the quality of the fit
obtained here: The ability to tune the extra parameter allows us
to fix the level of performance on the last recall position. Our
purpose in including this section is merely to emphasize that the
modality effect does not necessarily depend on any additional
memory for order.

Is it likely that the last item heard should be retained in a
way in which the last item seen is not? The question is not,
perhaps, as well-specified as it might seem. When recall is
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Figure 14. Simulations of the modality effect. The parameters are the
same as those used for Figure 5, with an additional item-memory compo-
nent assumed for the auditory case as described in the text.

written, as it is in most experiments designed to illustrate the
modality effect, the last stimulus item presented at the time its
recall is required really is the last item heard. By contrast, the
last itern seen is likely to be the response most recently written,
rather than the final list item presented. Indeed, if participants
are required to recall verbally, then the modality effect is drasti-
cally reduced and even disappears, consistent with the observa-
tion that, in this case, the last item heard will be the participant’s
own enunciation of his or her most recent response. A similar
situation is evident when an irrelevant auditory suffix is ap-
pended to the stimulus list: The suffix now becomes the last
item heard, and the modality effect is accordingly reduced
(Crowder & Morton, 1969). A similar, but modified. argument
(see, e.g., Greene & Crowder, 1984) applies to ‘‘modality’’ and
suffix effects achieved using nonacoustic stimuli, such as with
mouthed or lip-read stimuli (e.g., Campbell & Dodd, 1980;
Greene & Crowder, 1984; Nairne & Walters, 1983; Spoehr &
Corin, 1978).

It is interesting that the modality effect can be restored if the
participant is induced to group, or we prefer the term stream
(cf. Bregman, 1990), the suffix in a different stream from the
to-be-recalled stimulus. For instance, Morton, Crowder, and
Prussin (1971) found that, for monaural list presentation, a
contralateral suffix, or even a binaural suffix, was much less
effective than an ipsilateral snffix in abolishing the modality
effect. It is well known that perceived spatial location is a power-
ful cue to streaming; contralateral or binaural suffixes would
tend therefore to be streamed separately from the list items. A
large attenuation in the suffix effect was also found when the
suffix was pronounced in a voice different from that in which
the list items were pronounced, or even in the same voice but
in a different pitch. In a streaming account, this corresponds to
streaming by fundamental frequency, also known to be a power-
ful effect. Segregation of the list from the suffix can be achieved
by presenting more than one suffix: The suffixes tend, retrospec-
tively, to form a stream of their own (streaming by repetition).
The ability of repeated suffixes to reduce the suffix effect has
been shown in several studies (e.g., Crowder, 1978; Morton,
1976), though this ability is lost if the repeated suffixes are
presented, on a given trial, in a voice different for each suffix
{LeCompte & Watkins, 1995). In the latter situation, we pre-
sume, segregation by fundamental frequency overrides any po-
tential streaming by repetition.

A small modification to our original hypothesis, whereby the
last items heard in several recent streams are maintained inde-
pendently, without mutual interference, can account qualitatively
for all these results. Such a hypothesis might also account for
the findings of Ayres, Jonides, Reitman, Egan, and Howard
(1979) and Neath, Surprenant, and Crowder {1993). The latter,
for example, presented participants with lists suffixed with the
onomatopoeic word baa. The experimenters informed partici-
pants either that the suffix had a human (speech) origin or that
it had been produced by a sheep (nonspeech). Larger suffix
effects were obtained when the suffix was labeled speech as
opposed to nonspeech. We speculate that the instructions led
the former participants to perform schema-based streaming
(Bregman, 1990), which segregated the suffix from the list
items in the nonspeech condition, thus better preserving a record
of the last stimulus item heard. Finally, our modified hypothesis .



776 PAGE AND NORRIS

might explain the fact that in objectively grouped lists, the mo-
dality effect is evident at the last position in each group
(Frankish, 1974, 1985). The necessary assumption is that each
group forms a separate stream.

Discussion

Theories of serial recall have been dominated by the view
that order is encoded in terms of either position—item or item—
itemn associations. The model presented here develops an alterna-
tive possibility: that order is represented as a primacy gradient
of activation across list items. This simple idea, combined with
decay and suppression of previously recalled items, gives rise
to a model that gives a good account of a wide range of data
on serial recall. Central to this account is an explanation of
the form of the serial-position curve. Incorporation of decay
automatically allows the model to explain the effects of both
word length and list length. Furthermore, the commonly ob-
served linear relationship between span and rate of articulation
follows from the simple assumption that participants attempt
to perform cumulative rehearsal between successive list items.
Finally, the model can be extended to account for the effects of
phonological similarity by adding a second stage of processing
that is sensitive to the degree of phonological overlap between
list items. In this regard, the model shares similarities with
various models of speech production. The extended model can
simulate data from Baddeley (1968) and Henson et al. (1996)
that have proved beyond the scope of other quantitative models.
In addition to these quantitative simulations, the model also
provides a qualitative account of other data, including those
related to the modality and suffix effects and to recall after short
delays.

Comparison With the Perturbation Model

One of the most widely applied computational models of
serial recall is the perturbation model of Estes (1972) and Lee
and Estes (1977, 1981). In presenting our model, we have en-
countered the belief that the perturbation model has already
accounted for many of the phenomena that our model seeks to
explain. In this section, therefore, we discuss the similarities
and differences between the models. Our task is complicated
by the fact that we believe that the perturbation model first
suggested by Estes differs fundamentally from that described
by Lee and Estes and that the difference is widely unappreciated.
The essential difference between the two models can be most
simply expressed by noting that, whereas the Estes model is,
like the primacy model, an order-based model, the Lee and Estes
model is based on multilevel positional attributes and lacks an
explicit recall mechanism. In the next section, we expand on
this distinction before making comparisons with the primacy
model.

The mechanism underlying the model described by Estes
(1972) is clear. Representations of list items are connected to
a contextual control element by ‘‘reverbatory loops’ (p. 178).
The item representations are cyclically reactivated, initially in
the order specified by the input sequence. Over several reactiva-
tion cycles, cumulative perturbations in their timing can lead to
interchanges in the order in which items are reactivated. When-

ever recall is required, the items are simply read out in the order
*‘determined by the current timing relationships’* (Estes, 1972,
p. 180). Like the primacy model, this version of the perturbation
model has been implemented as a computer program that can
simulate serial recall on a trial-by-trial basis. By contrast, in the
model described in Lee and Estes (1981)

information about the order of items is carried not by the order in
which the items are currently being recycled in the rehearsal loop
but rather by the current state of encoded information concerning
attributes having to do with relative position among the events of
a trial. (p. 164)

The model assumes a “‘multilevel associative structure’ (p.
151) within which

the memory representation of an individual item may be conceived
as a vector of attribute information, including the current remem-
bered position of the item within the sequence of the trials, its
segment within the trial, and its position within a segment. The
codes at each level are subject to perturbations, which lead at recall
to transposition errors, that is, incorrect report of the trial, the
segment within a (rial, or the position within a segment in which
the item occurred. (Lee & Estes, 1981, p. 151)

Note that it is now (unspecified) vectors of attribute information
that are subject to independent perturbations of aspects of their
content, as opposed to Estes’ original conception of unitary
item representations subject (o perturbations in their timing.
This change is fundamental. The Estes model and the primacy
model describe what happens on an individual recall trial. Se-
rial-position curves and transposition gradients are derived by
running the model for many trials to simulate the outcome of a
complete experiment. In contrast, the mathematical formulation
of the Lee and Estes perturbation model generates transposition
gradients (sometimes called simply posirion gradients) directly.
No means is suggested by which the perturbed attribute vectors
can be converted, on a given recall attempt, into an appropriate
response sequence. In short, the later model is not a model of
the process of serial recall.

Fundamental differences between the Estes ( 1972) model and
the Lee and Estes (1981) model should perhaps not surprise
us. The two models were developed to account for the results
from experiments involving quite different tasks: The Estes
model (like the primacy model) addressed the task of recalling
span- or subspan-length sequences, either immediately or after
a short delay. The Lee and Estes model addressed full and
partial recall of 12-item, grouped lists under fast presentation
conditions. Although the later model produced good simulations
of the data to which it was applied, it cannot be so successfully
applied to data from the ISR task. The chief problem with such
retrospective application relates to assumptions regarding the
timing of perturbations. Applications of the Lee and Estes per-
turbation model (e.g., Cunningham, Healy, Till, Fendrich, &
Dimitry, 1993; Healy, Fendrich, Cunningham, & Till, 1987;
Nairne, 1992) typically assume that there are no perturbations
during input of stimulus items or during recall (the assumptions
for grouped lists are slightly different, as we note later). This
assumption is made so as to guarantee that the serial-position
curves are completely symmetrical (Healy et al., 1987, p. 417).
By conirast, serial-position curves of the type modeled here,
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that is, those describing performance on lists of a length approxi-
mately equal to span, reliably show marked asymmetry: The
primacy portion extends almost throughout the list, with a small
recency advantage being confined to the last item. Thus, none
of the perturbation regimes proposed in the studies mentioned
above could usefully apply to data from immediate serial-recall
tasks; neither could they be adapted to do so while simultane-
ously preserving their ability to account for the data for which
they were devised. The original perturbation regime, assumed
by Lee and Estes to operate for grouped stimulus lists, for
which perturbations within a given group are allowed during
presentation and, at a reduced rate, during recall of other groups,
is no more successful at simulating immediate serial recall: 1t
predicts best performance on the last group, which, although
consistent with their data, is quite contrary to the immediate
serial-recall data.

Having made clear the distinction between the Estes (1972)
and Lee and Estes (1981) models, we must make it clear that
the primacy model bears a considerable family resemblance to
the earlier of the two models. Where Estes considered early list
iterms to be advanced in the order in which items are reactivated
by parallel ‘‘reverbatory loops’” (p. 178; the workings of which
are not explored in detail), we consider such items to have a
high activation. Where Estes suggested timing perturbations in
the reactivation cycles, we suggest activation ncise. Where Estes
suggested cumulative perturbations, we suggest a constant acti-
vation noise acting on a decaying memory trace. The clear re-
semblances between the models follow from the fact that they
are both order-based models, which address themselves directly
to the immediate serial-recall task. The primacy model is more
explicit in its precise mechanism, particularly in relation to
omission errers, and also has a good deal of extra mechanism,
reflecting the extended range of phenomena to which it is ad-
dressed. (We note that, to our knowledge, no perturbation model
has ever been successfully applied to the modeling of the effects
of phonological similarity, word length, or list length.) Nonethe-
less, even though the development of the primacy model was
actually prompted by the work of Grossberg (1978, etc.), we
believe it can, and should, also be seen as a direct descendant
of the order-based model described earlier by Estes.

Grouping and Positional Intrusions

Our claim that serial recall does not involve reinstating spe-
cific positional cues appears to be challenged by data from
experiments on grouping. From the point of view of assessing
the role of positional information in recall, the most significant
aspect of the recall of grouped lists is the pattern of transposition
errors. In general, grouping gives rise to a pattern of errors in
which transpositions between items in the same within-group
position become approximately as common as one-apart trans-
positions (Frankish 1974; Lee & Estes, 1981; Ryan, 1969a,
1969b). It is hard to avoid the conclusion that within-group
position is coded in some way. If within-group position is coded,
then why not within-list position in general? In common with
Wickelgren (1967), we suggest that these results could be
achieved using positional information that is no more sophisti-
cated than specifying the positions beginning, middle, and end
of group. This restricted positional coding might explain why

groups of three are optimal, because this is the maximum group
size for which each within-group position is provided with a
unique positional code (i.e., groups of four would be coded
beginning, middle, middle, and end). Clearly, such crude posi-
tional associations would not, by themselves, be capable of
supporting serial recall in general. The presence of such associa-
tions may interact, however, with the primacy gradient, this
interaction becoming increasingly manifest in situations where,
because of decay, the primacy-gradient activations are rather
weak, as would be the case following presentation of long lists.
Simulations of grouping data using the primacy model will be
presented in a future article.

It has been suggested (e.g., Burgess & Hitch, 1992) that
positional intrusions constitute good evidence for the use of
positional coding during recall. These are errors whereby the
erroneously recalled item comes from the same position in the
previously presented list or the previous response. Note that, in
order to be sure that intrusions really do originate from the
previous list, one should best employ a paradigm in which the
items sets used on consecutive trials are entirely distinct. Some
data from Estes (1991) are relevant here: Estes found that items
recalled on a given trial that were not in the stimulus for that
trial, but were recalled in response to the previous trial, tended
to be recalled at or near the same position as they had been in
the previous trial’s recall. There are, however, two things worth
noting. Firstly, the data are derived by collapsing across three
conditions, all of which are delayed-recall conditions. The de-
lays range from six digits (3 s) to 18 items (9 s). These delays
would likely be sufficient to eliminate most, if not all, of the
contribution to serial recall of the phonological store (which
we identify here with the primacy gradient). For instance, Bjork
and Healy ( 1974 ) showed that the phonological similarity effect,
often used as an index of the involvement of the phonological
store, is drastically reduced after less than 4 s, and Estes (1972)
himself stated that “‘the duration of the short-term process ap-
pears on the basis of considerable evidence to be no more than
2to 3 seconds’” (p. 179). It would thus be premature to propose
a positional model for immediate serial recall, as opposed to
delayed recall, based on these data. Indeed, it seems to us curi-
ous to use data concerning intertrial positional intrusions, where
the intertrial duration is typically around 20 s, to motivate the
design of a system that is apparently only effective over periods
of less than 4 or 5 s.

Secondly, and perhaps more tellingly, Estes (1991) himself
discussed the origin of these positional intertrial intrusions and
attributed them to a ‘‘contextual component’ (p. 168) that, he
makes clear, is quite separate from the representation that ‘‘can
support recall quite effectively at the retention intervals used in
this study, but does not carry over from one trial to the next”’
(p. 168). Thus Estes, like us, assumes a dissociation between the
representation used for recall and that responsible for positional
intrusions. We note that this dissociation is supported both by
Dillon and Thomas (1975) and by Bjork and Healy (1974),
who showed that participants accord recalls that are intrusions
from previous trials a much lower confidence rating than recalls
of items that were indeed present in the most recent stimulus.
Further support is provided by Tehan and Humphreys (1995),
who showed that the short-term availability of phonemic codes,
which they too identified with Baddeley’s ( 1986) notion of the
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phonclogical store, can result in immunity to proactive interfer-
ence in an immediate serial-recall test; this immunity disappears
after 2 s of distractor-digit shadowing. These data are at least
consistent with the view adopted here that intrusions and omis-
sions occur only when the primacy-based activation falls below
threshold. Under these circumstances, participants may resort
to an alternative source of information, perhaps context based
and positional, which itself is not sufficient to sopport good
ordered recall.

Summary

We believe many of the features of the primacy model are
vital if immediate serial recall is to be modeled successfully.
Of these, the fill-in property, the provision of a two-stage mecha-
nism for phonological confusions, and decay during unrehearsed
delays are the most important and are those features that enable
the primacy model to give a more complete account of the
immediate serial-recall data than any of its competitors. The
model is simple, and its performance can bé modulated using a
small number of free parameters, each of which has a clear
functional interpretation. Accurate simulations, allied to the re-
vival of the notion that immediate serial recall is perhaps medi-
ated neither by item—item associations nor by position—item
associations, lead us to believe that the primacy model repre-
sents significant progress in the modeling of immediate serial
recall.
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Appendix

An Activation-Based Mechanism for Generating a Primacy Gradient

A primacy gradient can result from an activation-based mechanism
in the following way: Suppose a layer of item nodes, indexed by i, each
of whose activations, x;, varies such that

& —-Dx, + (A —x)L, (A1)
dt

where D is the primacy model decay parameter and I; is the input to a

given node, which is set high (e.g., I, = 50—the exact value is not

critical) for a short period (e.g., 200 ms—again not critical) after

presentation of the item corresponding to that node. A is given by

n
A=s (1-5), (A2)

where P is the model’s peak parameter and n is the number of nodes
active in the layer at the time of a given item’s onser. Finally, s is the
activation of a node that activates to a given level at the onset of a to-
be-remembered list and decays thereafter with exponent D as above.
The level to which this cell activates at list onset is arbitrary and can
be set to P for definiteness.

These equations guarantee a decaying constant-step primacy gradient
in response to the presentation of a list of items. The strength of the
primacy gradient at the end of list presentation will depend on the time
since list presentation began, as described in the main text.
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the titles of such articles.

Editor’s Note
Diversifying the Scope of Theoretical Notes in Psychological Review

Traditionally, Theoretical Notes in Psychological Review, with rare excep-
tions, have consisted of critiques of prior articles and replies to such critiques.
As a matter of formal policy, the Review is now open to Theoretical Notes of
multiple types, including, but not limited to, discussions of previously pub-
lished articles, comments that apply to a class of theoretical models in 2 given
domain, critiques and discussions of alternative theoretical approaches, and
metatheoretical commentary on theory testing and related topics.

This initiative represents an effort to make Psychological Review the
home for a broad range of theoretical commentary. There will be no change,
however, in the Review’s policy of subjecting Theoretical Notes to a rigorous
review for publication, nor will there be a change in the Review’s policies on
critiques and replies (see the January 1396 issue). Theoretical Notes will con-
tinue to be distinguished from regular articles, not only by their appearing in
the Theoretical Notes section of each issue, but also by wording such as “Cri-
tique of. . .,” “Reply to. . ..,” “Comment on. . .,” “Note on. . .,” and so forth, in




