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Abstract

Language is constituted by discrete building blocks, sounds and words, which can be concatenated according to serial order principles. The
neurobiological organization of these building blocks, in particular words, has been illuminated by recent metabolic and neurophysiological
imaging studies. When humans process words of different kinds, various sets of cortical areas have been found to become active differentially.
The old concept of two language centers processing all words alike must therefore be replaced by a model according to which words are
organized agliscrete distributed neuron ensembles that differ in their cortical topographies. The meaning of a word, more precisely,
aspects of its reference, may be crucial for determining which set of cortical areas becomes involved in its processing. Whereas the serial
order of sounds constituting a word may be established by serially aligned sets of neuronsycéiledhains, different mechanisms
are necessary for establishing word order in sentences. The serial order of words may be organized by higher-order neuronal sets, called
sequence detectors here, which are being activated by sequential excitation of neuronal sets representing words. Sets of sequence detectors
are proposed to process aspects of the syntactic information contained in a sentence. Other syntactic rules can be related to general features
of the dynamics of cortical activation and deactivation. These postulates about the brain mechanisms of language, which are rooted
in principles known from neuroanatomy and neurophysiology, may provide a framework for theory-driven neuroscientific research on
language. © 2002 Published by Elsevier Science Ltd.

1. Explaining language in terms of neurons processing of words in the brain will be drawn and relateg
to recent neuroimaging data. Subsequently, questions abaut
Recent advances in the neuroscientific investigation of the brain-basis of serial order will be addressed in the light
cognition make it possible to spell out cognitive mechanisms of established neuroscientific knowledggalle ). Three 42
in terms of neurons and to propose neuroscientific explana-distinct brain mechanisms will be discussed as the pute-
tions of cognitive processes. An explanation deduces a va-tive neurobiological basis of serial order in language at the
riety of facts from a few principles or axioms. The axioms phonological and syntactic level. 45
themselves must be non-disputable or well established by
empirical evidence. This article shows that a few neurosci-
entific principles can explain important aspects of the neu- 2, Principles 46
rophysiology of language. Four principles will be proposed
and general conclusions about cortical functioning will then ~ The human cerebral cortex is a network of more than 19
be grounded in electrophysiological data from single cell billion neurons. Each neuron represents an information pre-
recordings. Specific conclusions on the representation andcessor whose output is a function of the input it receives
from many other neurons with which it is interwoven. Theo
Abbreviations: ECD, equivalent current dipole; EEG, electroence- following principles are proposed to reflect universal neu:

phalography or electroencephalogram; ERP, event-related potential; fMRI, roanatomical and neurophysiological properties of the hee
functional magnetic resonance imaging; MEG, magnetoencephalographyman cortex: 53

or magnetoencephalogram; MMN, mismatch negativity; MMNm, mag-

netic correlate of the mismatch negativity; MNE, minimum-norm current (|) Afferent and efferent projections are ordered The;a

estimate; PET, positron emission tomography h take thei iqin f I-defined
* Tel.: +44-1223-355294x770/880; fax:44-1223-359062. reach, or take tneir origin from, wefl-gefined areass

E-mail address: friedemann.pulvermuller@mrc-cbu.cam.ac.uk (F. Pul- within which the projections are organized topograptss
vermiiller). ically.
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Table 1
Important questions in cognitive neuroscience

(1) Where question: Which brain areas are critically involved in a given cognitive process?
(a) Activation of which brain areas is sufficient for the cognitive process?
(b) Which brain areas are necessary for the cognitive process?

(2) When question: At which point in time does a given cognitive process take place?
(a) What is the time delay between stimulus delivery or behavioral response and the onset of the cognitive process?
(b) What is the sequence and exact time delay between different cognitive processes?

(3) How question: By which neuron circuit is a particular cognitive process realized?

(4) Why question: On the basis of which principles or axioms can empirical results answering aspects of Where, When and How questions
be explained?

(I) By way of intra-cortical connections, afferent and ef- areas activated by sensory input can be altered. Someosof
ferent information can be intermingled and merged. the considerations summarized below therefore only apply
Neighboring areas tend to be reciprocally connected, to non-deprived individuals. A change of the cortical areas
and reciprocal long-range connections exist between involved in processing of a particular input can also bei@
many distant areas as well. consequence of learning. For example, string players and

(111) Connections between neurons are modified depending Braille readers show an altered function of somatosensary
on the correlation of neuronal activity. Neurons that areas with enlarged cortical representations of the extrems-
fire together strengthen their mutual connections, and ties involved in complex sensory—motor skilElipert et al., 104
links between neurons that fire independently of each 1995; Sterr et al., 1998This shows that the topographic pratos
other become weaker. jections are not fixed genetically but may vary within certaine

(IV) Neurons that specifically respond to spoken language boundaries. Nevertheless, even after sensory deprivation,
input or specifically contribute to language production the principle of topographical connections still holds for thes
are more likely to be housed in the left hemisphere than remaining cortical projectiondMerzenich et al., 1983a 109
in the right.
These principles will now be qualified. 2.2. Merging of multimodal information in the cortex 110
What is the function of the cortex? Neuroanatomista
2.1. Ordered afferent and efferent projections (Braitenberg, 1978b; Braitenberg and Schiiz, )988d 112
neurocomputational modeleBdIm, 1982, 1993have pro- 113
The afferent fibers transmitting information from the sen- posed the following answer to this question. The massive
sory organs to the cortex reach well-defined areas, and thefiber tracts of the cortex connect many of its areas directhg
efferent fibers through which the cortex controls muscle ac- and calculations show that every arbitrarily selected cortica
tivity also originate from a specific region. These are the neuron is likely to be linked through a small number afz

primary and, to a lesser degree, secondary areas. The prisynaptic steps to any other cortical céflalm, 1982. It is 118

mary areas most relevant for language processing are locatedherefore likely that the cortex allows fanerging infor- 119

in the posterior occipital lobes (Brodmann area 17; visual mation from different modalities. Recent evidence on cella2o

input), superior temporal lobes (Brodmann area 41; acous-with multimodal response propertieBuster et al., 2000;121

tic input), anterior parietal lobes (Brodmann areas 1-3; so- Rizzolatti et al., 1998; Zhou and Fuster, 200&irongly 122

matosensory input) and posterior frontal lobes (Brodmann supports the idea that the cortex is an information merging

area 4; motor output). These sensory and motor fields aredevice allowing single neurons to represent and process

shown inFig. 1A. The other sensory pathways for olfactory information from various motor and sensory modalities. 125

and gustatory input are not shown, because they are less Looking more closely at the structure of the cortical cores

important for language. Each of these motor and sensorynections, it becomes obvious from animal studies that most
systems is characterized by the topographical order of theirprimary cortical areas do not have direct connections to eagh

projections. This means that adjacent sensory cells projectother Pandya and Yeterian, 198%he primary motor and 129

to adjacent cortical neurons, and adjacent body muscles aresensory cortices (which are next-neighbors) representingithe
controlled by adjacent neurons in the motor cortex. The so- only exception. Adjacent areas, as a rule, are connected wdth

matotopy of the primary motor cortex is illustratedHig. 1B very high probability (>70%Young et al., 199p For pairs 132

(Penfield and Roberts, 1959 of distant areas, i.e. areas with more than one other arga

Research on cortical reorganization has shown greatbetween them, this probability is lower in higher mammals:
plasticity of the sensory areas following sensory depriva- (15-30%). But, still, it is remarkable that, for example irss
tion (Buonomano and Merzenich, 1998; Merzenich et al., the macaque monkey where70 different areas were dis43s
1983h. Following sensory deprivation, the specific cortical tinguished, most of them would have links to 10 or morer
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A hand foot

face
\ articulators

Fig. 1. (A) Lateral view of the cortex with Brodmann’'s area numbers indicated. Shading indicates primary areas, where most afferent sensory fibers
reach the cortex, and from where most efferent motor fibers leave it (Boxdmann, 190 (B) The somatotopic organization of the motor cortex is
illustrated on a schematic frontal section of the pre-central gyrus (Brodmann'’s area 4Pé&wield and Rasmussen, 1950

distant areas within the same cortical hemisphere. Even in In summary, it appears that the cortex can serve the fuve-
the mouse brain, where only 12 local compartments were tion of merging multimodal information. This multimodalza
distinguished, each compartment was found to send outmerging of information is not done by direct links betweans
and receive projections to five other areas in the averageprimary areas, but necessitates intermediate neuronal steps.
(Braitenberg and Schiiz, 1998n addition, there are con- The intervening neurons between sensory and motor neu-
nections between most homotopic areas of the two hemi-rons in the cortex allow for complex mappings of informags

spheres. Thus, long-distance links directly connect many, tion patterns between modalities. 179
though not all, cortical areas.
An important feature of cortico-cortical connectivity is 2.3, Correlation learning 180

that the overwhelming majority dietween-arealinksarere-
ciprocal (Pandya and Yeterian, 1985; Young et al., 1995 Following earlier similar statements by various res:
This has ready implications for cognitive theories, because searchersHebb (1949)postulated “that any two cells ornsz
it implies that, for most information processing highways, systems of cells that are repeatedly active at the same time
information flow in one direction implies the possibility of  will tend to become ‘associated’, so that activity in one facils4
such flow also in the reverse direction. itates activity in the other” (p. 70). There is now strong ewiss
Since the neuroanatomical findings discussed here orig-dence from single- and multiple-unit recordings proving thas
inate from studies in animals, it is not certain that all of this postulate is correchissar et al., 1992; Fuster, 1997:s7
these properties generalize to humans. A detailed pictureTsumoto, 199® If connected neurons fire together, theiss
of cortical connectivity can only be obtained using invasive mutual influence on each other become stronger. This can
technigues, which cannot be applied in humans, althoughbe related to biochemical and even structural changessin
important insights come from post-mortem neuroanatomical the neurons, for example to growth and modification of
studies {acobs et al., 1993; Scheibel et al., 18 par- dendritic spinesBraitenberg and Schiiz, 1998; Engert aneb
ticular, conclusions from animal studies on the pattern of Bonhoeffer, 1992 Whereas neurons become associated
long-distance connections of the areas most important forwhen being activated repeatedly at the same time, their
language must be handled with care, because these areagnti-phasic activation can result in weakening of theis
do not have homologues in the monkey’s brain. However, influence on each othe$§umoto, 199® Thus, the origi- 196
a tentative generalization can be proposed in terms of thenal proposal made by Hebb, that coincidence of neuronsl
position of the areas relative to the primary area, which are firing strengthens connections, appears to represent apdy
present in higher mammals. One such generalization is thehalf of the truth and had therefore to be modified. Bess
following: The auditory cortex and the motor cortex con- cause co-activation of two neurons strengthens their mutwal
trolling the articulators are not linked directly. Their con- connections and their alternating activity reduces theix
nections are indirect, through inferior frontal areas anterior influence onto each other, it appears to be the positive
to the mouth—motor cortex and superior temporal areas an-or negative correlation of neuronal firing of connecteckos
terior, posterior and inferior to the primary auditory cortex cells that is, so to speak, translated into their connectiom
(Deacon, 199 strength.
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2.4. Laterality of spoken language 2000; Zatorre et al., 1992one may conclude that phonozeo
logical processes, or acoustic processes relevant for sthe
Language laterality is a well-known fact since the first sci- distinction between language soundspbonemes, are cru- 262
entific investigation of language loss due to stroBeota, cial for language lateralityShtyrov et al., 2000 In many 263
1861), but the causes of this laterality have not yet been re- of the neuroimaging studies mentioned, in particular deu
vealed. The postulate that one hemisphere is dominant forstudies using MEG, EEG or fMRI, language laterality wass
language is primarily based on lesion studies. Lesions in cer-gradual, i.e. there were activity signs in both hemispheres
tain areas of the left hemisphere cause language deficits, oand the left-dominant hemisphere was more active than dtve
aphasias, in most individuals. However, this does not allow right (for review, seePulvermiller, 1999 This is consis- 268
one to conclude that only the left hemisphere contributes to tent with the view that the neuronal populations involved igg
language. It was already pointed out by the English neurol- language processing agéestributed over both hemispheres, 270
ogist, Jackson (1878)that if a lesion of a part of the brain  but thatthe majority of the relevant neurons are located in 271
impairs specific functions, one can by no means conclude the left hemisphere (Pulvermuller and Mohr, 1996 272
that these functions alecalized exclusively in the respec- Neuropsychological and neurophysiological studies indis
tive brain part. The lesioned area could have a more generalcate thataterality of language emerges early in life. Young 274
function, as the brain stem has in regulating arousal, which children suffering from brain lesions are more likely ters
is necessary for a specific higher brain function such as lan-develop a temporary language deficit after left- than aftes
guage. In this case, one would perhaps not want to localizeright-hemispheric lesionWoods, 1983 The great plastic- 277
language in the brain part in question, although languageity of the neural substrate allows for recovery in most cases
impairment resulted from its lesion. Likewise, if lesions of of early neurological language impairment. EEG recordings
a brain part lead to a clinically apparent deficit regarding in infants demonstrated a physiological correlate of lase
a given function, it is always possible that additional areas guage laterality within the first yeabghaene-Lambertz ancs1
are also relevant for this function, but that their lesion does Dehaene, 1994; Molfese, 1972These results from neu-s2
not result in clinically apparent dysfunction. Such deficits ropsychological and neuroimaging research indicate that at-
may be absent, for example, because the clinical tests ap-erality of language emerges early in life. 284
plied were not sensitive enough to reveal a fine-grained In which way, if at all, is the lateralization of languagess
dysfunction Neininger and Pulvermiller, 20DJor because  functions related tostructural asymmetries? Numerous 286
other areas had meanwhile taken over the area’s functionanatomical correlates of language laterality have been xe-
(Dobel et al., 2001; Price et al., 2001 esion data proving  ported, even in cranio-facial asymmetries during early s
language laterality do, therefore, not argue against the ex-togenetic stagedfevic, 199). Neuroanatomical correlategso
istence of additional sites in the non-dominant hemisphere of language laterality were found to be reflected in the size
that are also relevant for language processing. of language-relevant areaGéschwind and Levitsky, 1968291
Whereas lesions in certain left-hemispheric areas causeSteinmetz et al., 1991and in the sizeHayes and Lewis, 292
severe language impairments, comparable right-hemisphericl993, arrangementSeldon, 198h local within-area con- 293
lesions primarily lead to more subtle language-related defi- nections Galuske et al., 2000 and dendritic arborizationz294
cits, such as difficulties affecting prosodic and pragmatic pattern Jacobs et al., 1993; Scheibel et al., 1985 corti- 295
processing Joanette et al., 199®r category-specific defi-  cal pyramidal neurons. These anatomical differences mesy
cits in word processing apparent on demanding neuropsy-have a causal role in determining which hemisphere be-
chological testsNeininger and Pulvermdiller, 20D1n this comes more important for processing spoken language,
sense, left-hemispheric language dominance is almost al-although the causal chain has, as mentioned, not yet been
ways present in right-handers and also in most left-handedrevealed. On the other hand, one may well argue that same
individuals (~80%, Bryden et al., 1983; Goodglass and of the structural asymmetries are a consequence of fusnc-
Quadfasel, 1954; Hecaen et al., 198lhe remaining indi- tional differences, for example of more strongly correlateg
viduals can be considered to be right-dominant, with a few neuronal activity (cf. principle (ll1)), in the relevant areass
showing no language dominance at all. Taking this into ac- of the dominant hemisphere. 304
count, it is obvious that, in the large majority of individu- Considering the anatomical and functional asymmetries
als, language is lateralized to the left hemisphere. In otherdocumented, it becomes important to explore possikie
words, left-hemispheric lesions are far more likely to cause causal chains explaining laterality of language on the ber
brain lesions than lesions in the right hemisphere. sis of more fundamental neuroanatomical facts. According
Language laterality was also reflected in brain physiol- to one view, specific neuroanatomical differences between
ogy revealed by modern neuroimaging techniques. Strongerthe hemispheres cause laterality of neurophysiological pre-
brain responses on the left side compared with the right werecesses important for distinguishing phonemes. Starting
seen across various language tasks using visual and auditorjrom an extensive review of the neuroanatomical literatuges
stimuli (N&atanen, 2001; Petersen and Fiez, }998ince Miller (1996) found that the ratio of white to gray mattes:s
lateralized activity was elicited already by single language volume yields a smaller value for the left hemisphere coms
sounds and syllabledN@atanen et al., 1997; Shtyrov et al., pared with the right, in particular for the frontal and tempets
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ral lobes which are most crucial for spoken language. The 3.1. Why should an engram be realized as an ensemble of 368

left frontal and temporal lobes, exhibit a smaller volume of neurons? 369
white matter than the corresponding structures in the right
hemisphere. Thus, smaller white matter volume appears It was pointed out byHebb (1949)and this may be hiss7o

to be related to language dominance. The white matter most important contribution to the understanding of the
is primarily made up of axons and their glia sheaths, the brain, that synchronously activated neurons should link inta
long-distance cables connecting cortical neurons. A smallercell assemblies, and that cell assemblies underlie all highers
white matter volume may indicate that average cortical con- cognitive processes. Hebb’s proposal diverged radicalty
nections are thinner, and this implies that these connectionsfrom earlier neuroscientific approaches to information pros
conduct action potentials more slowlyge et al., 198p cessing in the brain, because he postulatedHightr brain 376
This line of thought leads Miller to propose that the left processes are realized as functional units above the level of 377
hemisphere houses a larger number of slowly conducting the neuron. Earlier proposals had put that either individuats
fibers than the right. In local cortical circuits, slow fibers neurons Barlow, 1973 or mass activity and interferencers
may be advantageous for measuring exact temporal delayspatterns in the entire cortex dshley, 195) are the basissso
Measuring exact temporal delays in the order of a few tens of cognition. Hebb’'s view may appear as a compromise
of milliseconds is necessary for making phonemic distinc- between these viewdAjiner, 1996. 382
tions such as between the phonemes [t] and [d]. According While Lashley’s proposal can be ruled out by considess
to this view, language laterality is a question of phonological ing the specific neuropsychological deficits caused by foesl
discrimination and a direct consequence of neuroanatomicalbrain lesions $hallice, 1988 one may ask why large neusss
properties of the human forebrain. However, this theory, as ron ensembles should become involved in cognitive process-
all other attempts at further explaining language laterality, ing if single neurons are already capable of performing the
is in need of further empirical support. relevant computations. A tentative answer is that individuas
In summary, laterality of language is well supported by neurons are too noisy and unreliable computational deviess
results from neuroanatomical investigations, neuropsycho-so that it is advantageous to use sets of neurons workisg
logical lesion studies, and neuroimaging experiments. This together in functional units to achieve more reliable infas:
fact can therefore be used as a principle within an explana-mation processing. If the signal-to-noise ratio of individuad2
tory account of language, in spite of the obvious need for neurons is low, one can obtain a better signal by simultase-
further explanation on the basis of more fundamental neu- ously averaging over a larger number of neurons with sigas
roscientific knowledge. Proposals for such a deeper expla-ilar functional characteristics, so that uncorrelated noiseds
nation have been made, but no single proposal has yet beerancelled Zohary, 1992. (Note that this does not rule ouses
proven to be correct. Until a convincing in-depth explana- the possibility that, apart from their shared function, indis7
tion exists, it appears best to treat the laterality of language vidual neurons in the ensemble can have additional speciic
as a principle revealed by empirical research. functions.) It would therefore make good sense if there wese
functional units in the cortex which are larger than the newus
ron but much smaller than the neuronal populations in the
3. Functional websin the cortex cortex’ macroscopic gyri and sulci. 402
A further argument in favor of functional webs composeds:
The cortex is a network of neurons characterized by of numerous neurons comes from an estimate of the numa-
ordered input and output connections in modality-specific ber of neurons necessary for carrying out the tasks the eas-
areas, by multimodal merging of information through short- tex seems to be primarily engaged in. As mentioned eas
and long-distance connections, and by correlation learning.lier, the cortex includes >10 billion neurons. The number
Such a device can serve the function of linking neurons re- of to-be-stored items can be estimated on the basis of 4l
sponding to specific features of input patterns and neuronsunits that need to be stored. To speak a language well, ane
controlling aspects of the motor output. Because different needs a vocabulary of less than 100,000 words or mean-
primary areas are not linked directly, additional neurons ingful language units, callethorphemes, and a limited set 411
in non-primary areas are necessary to bridge between theof rules governing their serial ordePifiker, 1994. Given 412
ordered in- and output patterns. The cortical connection similar numbers of distinct representations also develop for
structure, characterized by a high connection probability other cognitive domains, the number of to-be-organized en-
between adjacent areas and more selective long-distancgrams may be in the order of a few hundred thousandai
links, enforces the formation diinctionally coupled, but this estimate is correct and each engram is representediby
distributed, webs of neurons reaching from the primary ar-  one neuron, 1 million individual neurons might be sufficiemt?
eas into higher-order cortices. Development of these websfor representing the various percepts and motor programzs
would be driven by sensory—motor or sensory—sensory cognitive processes operate on. This raises the question why
co-activation, and would be determined by the available there are 100,000-1,000,000 times as many neurons as0as
cortical projections indirectly connecting the co-activated these considerations would suggest, would be necessaryiA
neurons in primary areas to each other. possible answer is that the cortex includes so many neurens,
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because individual engrams are realized as populations ofrepresented, lesion of a significant portion of the netwark

neurons of 18-1° neurons. neurons must impair the processing of this entity. Thissis
largely independent of where in the network the lesion aes

3.2. Why should neuronal ensembles be widely curs. If the functional web is distributed over distant cortiso

distributed? cal areas, say certain frontal and temporal areas, neuronsiin

both areas should (a) share some of their specific respaase
Local clusters, or “columns”, of neurons beneath features and (b) show these response features only if thee-
~0.1-0.5mm of cortical surface which, in various sen- spective other area is intact. 484
sory areas, respond to similar stimuli have been proposed These predictions have been examined in macaque men-
to represent the functional units above the single cell keys using a memory paradigm where the animal has:de
(Hubel, 1993. However, these local neuron clusters per se keep in mind the shape or color of a stimulus and pes-
cannot be the substrate of the linkage between different fea-form a concordant matching response after a delay of see-
tures of an object. The features of an object may characterizeeral seconds (delayed matching to sample task). Through-
input from different modalities, as for example, the shape, out the memory period, where the animal has to keepasén
smell, purr and smooth fur of a cat. The binding of these mind, for example, that the stimulus shown was red, nest
features into one coherent representation could, in principle,rons fired at an enhance level. Their firing was specifie
be instantiated by pathways linking the sensory information in the sense that they did not respond, or responded less,
from different modalities to the same “central” neuron(s). when a stimulus of another color had been shown. Net
These critical cells should then be housed in areas whererons with this stimulus-specific response pattern were founasl
inputs from many sensory fields converggamasio, 1980 in the prefrontal cortexHuster and Alexander, 19yand in 496
It is, however, not necessary to assume a single centralthe inferior temporal lobeHuster and Jervey, 1982Tem- 497
convergence area, or a local (set of) cardinal cell(s). The porary lesion by cooling of the neurons in one area led
neuroanatomical connection pattern of the cortex indicatesto loss of stimulus-specificity of the neurons in the othen
that links between primary cortices are provided through (Fuster, 199Y. This is evidence that neurons in both areasp
more than one route, involving several non-primary areas. temporal and frontal, showed (a) shared a rather specificsoe-
There is, therefore, no need for assuming single specializedsponse feature and (b) showed this feature only if the other
areas or neurons for binding of the information defining cer- area was intactHuster, 199Y. 503
tain engrams. Together with the neuroscientific knowledge Fuster's results are reminiscent of facts known frosm
about cortico-cortical connections, the correlation principle over 100 years of neurological investigation into languagm®
suggests that it is the entire ensemble of cortical cells fre- disorders Basso et al., 1985; Lichtheim, 1888oth a pre- so6
quently activated together when certain objects are beingfrontal and a temporal area turned out to be most crucial
perceived, or when specific actions are being carried out, for language processing, and lesions in either area can kad
that develops into the functional unit realizing the object or to aphasia which, in the majority of cases, includes deficits
action at the neuronal level. in both language production and percepti®ul{zermdiller, sio
The proposal would therefore be the following: A web of 1995; Rosenbek et al., 1989Concordant with recent ansi1
neuronal links strongly connecting all neurons involved in imal studies investigating the consequences of local caab
the processes triggered by an object or action becomes theng of prefrontal and temporal areas, this suggests mutial
cortical representation of this object or action. Binding of functional dependence between frontal and temporal araas
object features is established by mutual links within a dis- (Pulvermuller and Preissl, 1991 515
tributed neuronal web, i.e. between neurons in widespread
areas including the primary areas. Each neuron member of
the web would, hence, contribute to holding the web to- 4. Functional cortical webs and their putativerolein 516
gether thereby playing an essential role in its functioning. processing words 517
The “cat” concept would be realized as a large set of neu-
rons distributed over a small set of cortical areas. Each of The cortex, a neuroanatomically defined associatbie
these areas serves as a binding site. A strongly connected sahemory obeying the correlation learning principle, allovsss
of neurons capable of working together as a discrete func-for the formation of distributed functional webs. During larszo
tional unit and distributed over a specific set of cortical areas guage acquisition, the neurobiological principles governisg
will be called afunctional web below. The term “functional  the cortex give rise to the neuronal machinery underlyisg
web” is preferred here to the term “cell assembly” proposed language. Three qualitatively different types of functionsh
by Hebb, because the latter has been defined differently bywebs are proposed to be relevant for realizing spoken leaa-
various researchers and its use therefore bears the danger afuage in the cortex: networks linking information aboets
misunderstandings. articulatory movements and acoustic percepts, webs stosirsg
Which critical predictions are implied by the idea of dis- meaning-sound-contingencies characterizing words, and
tributed functional webs? If all neurons of the functional networks specifically involved in the processing of serial aes
web are important for the optimal processing of the entity der of language elements. Each type of functional web nsay
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be characterized by specific cortical distribution, cognitive words can be distinguished, on statistical grounds, from the
function, and kind of information it processes and stores more accidental sound sequences across word boundasies
(Braitenberg, 1980; Braitenberg and Pulvermuller, 1992; (Brent and Cartwright, 1996; Harris, 1955; Redlich, 1093ss

Braitenberg and Schiiz, 1992; Pulvermuller, 1999 Recent behavioral evidence suggests that already yosig
infants distinguish the correlated phoneme and syllable s8-
4.1. Phonological webs guences making up words from the more accidental soasu

sequences in their acoustic inpuBaffran et al., 1996 590
Early babbling and word production are likely caused Therefore, single-word input is not necessary for buildingt
by neuronal activity in cortical areas in the inferior frontal up word representations. Infants can use the correlatian
lobe, including the inferior motor cortex and adjacent pre- statistics, the transitional probability and/or mutual infoses
frontal areas. The articulations cause sounds and thesemation Shannon and Weaver, 1948 phoneme and sylla-594
activate neurons in the auditory system, including areas ble sequences, for learning words from continuous speeoh.
in the superior temporal lobe. The fiber bundles between First, an auditory word representation would be establistsel
inferior frontal and superior temporal areas provide the sub- by correlation learning resulting from continuous speegh
strate for associative learning between neurons controllinginput. As a second step, the articulation of the word made
specific articulatory motor programs and neurons in the possible by the sensory—motor links set up by babblisg
auditory cortical system stimulated by the self-produced causes co-activation of neurons in inferior frontal and swe
language sounds. The correlation learning principle im- perior temporal areas. This establishes the word-related
plies the formation of such specific associations resulting functional web distributed over the perisylvian cortex. o2
in functional webs distributed over thperisylvian cortex— How would it be possible to prove the existence of funes
which includes the inferior frontal and superior temporal tional webs relevant for the processing of words? One view
core language aredsig. 2A schematically indicates the ap- on the nature of functional webs puts that their massive ¢
proximate left-hemispheric distribution of a functional web verberatory circuits produce precisely timed high-frequersg
envisaged to realize a phonological word form. If neurons rhythms when active Milner, 1974; Pulvermdiller et al.,s07
in the left-dominant hemisphere are more likely to specifi- 1997; Tallon-Baudry and Bertrand, 1999; von dess
cally respond to phonological features in the acoustic input Malsburg, 1995 Words in the input would thus activat@os
(principle (1V)), the resulting phonological networks must the corresponding functional webs thereby eliciting strosg
be lateralized, in the sense of comprising more neurons in high-frequency rhythms. In contrast, phonologically and @t4
one hemisphere than in the other. These lateralized perisyl-thographically regular pseudo-words, which are not partsof
vian neuron ensembles would later provide the machinery the language, would fail to activate a corresponding furses
necessary for activating a word’s articulatory program as tional web and the high-frequency activity in the perisylviams
a consequence of acoustic stimulation with the same wordareas should therefore be relatively low. 615
form. This is necessary for the ability to repeat words spo-  This prediction was put to a test using MEG. A frequeneys
ken by others. Interestingljpabbling, the infant’s earliest ~ band around 30 Hz revealed significant differences between
language-like articulations, starts around the sixth month words and pseudo-words presented acoustically. About laadf
of life (Locke, 1989, and is followed by the develop- a second after the onset of spoken one-syllabic worés,
ment of electrophysiological indicators of memory traces high-frequency brain responses were significantly stronger
for phonemes Cheour et al., 1998; Naaténen et al., 1997 compared with the same interval following pseudo-words:
and by the infant’'s ability to repeat words spoken by Fig. 2B shows the results of spectral analyses carried exst
others [ocke, 1993. These observations are consistent on data recorded close to left-anterior perisylvian areas
with the idea that babbling is essential for building up and the homotopic areas in the right hemisphere of a sea-
language-specific neuronal representations, in particularject listening to words and pseudo-words. Word-induced
sensory—motor links which may, in turn, be essential for the high-frequency responses were markedly stronger compaved
ability to repeat spoken words. Articulating words, in the with pseudo-word-related activity, both in the single subjent
context of repetition or otherwise, may be essential for the whose data are displayed (difference of 12%) and in the
build-up of specific sensory—motor representations of thesegroup average (8.4%ulvermdiller et al., 199§aThis can- 629
words. not be due to a global enhancement of the signal, becaise
It might be considered a shortcoming of this proposal that, event-related magnetic fields tended to be weaker for wosels
in reality, only a minority of word forms is learned by the than for pseudo-words in the time window analyzed. Recest
infant by single-word repetitiorRulvermuller, 1999 Most EEG and MEG studies confirmed that known words elieifs
words are being learned in the context of continuous speechstronger high-frequency activity in the brain than unknovess
in which word boundaries are not marked by acoustic cues. word-like material Eulitz et al., 2000; Krause et al., 1998535
How could infants know which phonemes belong to a partic- Lutzenberger et al., 1994; Pulvermuller et al., 1996b 636
ular word, and where the boundaries are between subsequent The assumption that word presentation activates fuse-
words? The answer is again implied by the correlation learn- tional webs with multiple fast reverberatory circuits, whicss
ing principle. The recurring sound sequences constituting fail to become fully active if pseudo-words are beingo
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perceived, can provide an explanation for this pattern of words but not by pseudo-words (for further discussion, see
results. The observed reverberations are not necessarilyPulvermuller et al., 1997 650
generated within functional units, but could also be due, for  Physiological differences between words and pseuds-
example, to inhibitory connections between the neurons ac-words have been found in numerous studies using both etse-
tivated by words but not pseudo-words and their inhibitory trophysiological and metabolic neuroimaging techniques
neighbors (cf. Plenz and Kitai, 1996; Traub et al., 1996  (Creutzfeldt et al., 1989; Diesch et al., 1998; Hagoess
Nevertheless, the differential high-frequency responses toet al., 1999; Price et al., 1996; Rugg, 198Bhus, it is un- ess
words and pseudo-words provide evidence for the existencecontroversial that the brain response distinguishes betwesn
for distributed neuron populations that are activated by words and similar but novel and meaningless patternsesit

phonological word form

(A)

left hemisphere right hemisphere

words
spectral
power (%)
20
pseudo- 120
100 100
words 80 6
800
80 g time
frequency (Hz) (ms)

(B)

Fig. 2. (A) The functional webs realizing phonological word forms may be distributed over the perisylvian areas of the dominant left hemisghsre. Circ
represent local neuron clusters and lines represent reciprocal connections between them. (B) Word presentation induceebsindngsponses in the

30Hz range compared with pseudo-word presentation, in particular over the left hemisphere. The reverberatory circuits within word webs may underli
the enhancement of high-frequency responses to words compared with pseudo-words. (C) The magnetic correlate of the MMN, the MMNm, was stronger
in response to words compared with pseudo-words. Significant differences appeared already around 150 ms after the word recognition poigt, suggestin
that the activation of word-related functional webs (lexical access) is an early process. (D) The main generator of the word-evoked magnétic mismatc
response was localized in the left superior temporal lobe.
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KO/

Pseudo-
word

B word
O pseudo-word

(D)

Fig. 2. (Continued).

has, however, been unclear until recently whether such phys-in the input, the brain makes the word—pseudo-word distine+
iological distinction would only occur if experimental sub- tion. If distributed functional webs underlie word processss
jects attend to certain features of the stimuli or engage in ing, an incoming verbal stimulus should automatically actss
language-related tasks. vate its corresponding representation. If a sufficient number
A further important question is at which point in time, af- of input units, specializing in the detection of stimulus feses
ter the information about a spoken or written word is present tures, have been activated, the entire strongly connected wseb
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would automatically ignite due to the strong feedforward web activated by a word in the input becomes active earbg
and feedback connections holding the network together. Thisa finding consistent with earlier observations based on EEG
process ofignition (Braitenberg, 1978aof the functional and MEG recordingslfale et al., 2000; Pulvermdiller et al.728
web should take place very rapidly, the major factors deter- 1995, 2001a; Skrandies, 1998These findings supportrzg
mining the latency being axonal conduction delays and tem- proposals made on the basis of psycholinguistic reactien
poral summation of activity in the neurons involved. Axons time experiments that lexical access is an early process
can bridge large distances in the cortex within a few mil- (Marslen-Wilson, 1973; Marslen-Wilson and Tyler, 198032
liseconds. The most common cortico-cortical fibers, which The main source of the cortical generator of the word-relatesl
have diameters of 0.5+im, can be estimated to propagate MMNm, as revealed by the ECD, was localized in the left
action potentials within 10-20 ms over distances of 10 cm superior temporal lobeHg. 2D). Whereas the dipole mo-73s
(Aboitiz et al., 1992. There is direct physiological evidence ment of the ECD was greater for words than pseudo-worgs,
for such fast spreading of activity in the intact human brain. its anatomical locus did not change with lexical status. 737
For example, the activation of one area by transcranial mag- It is noteworthy that, in the studies of the MMNss
netic stimulation (TMS) is followed by the activation of the and MMNm elicited by words Korpilahti et al., 2001; 739
homotopic area in the other hemisphere after a delay of Pulvermdller et al., 2001c; Shtyrov and Pulvermillemno
~20ms (Imoniemi et al., 199Y. A word-related functional =~ 2002, in presg the enhancement of these responses7io
web should therefore become active shortly after its initial words was seen although the experimental subjects were
stimulation, certainly within the first 100—200 ms after the instructed to ignore the acoustic input and watch a silemt
information necessary for identifying a word is present in movie. Together with results from metabolic imaging studk
the input. ies (Price et al., 1995 the physiological distinction of74s
Neurophysiological recordings are necessary to deter-words and pseudo-words in these experiments proves that
mine the point in time when the brain distinguishes words focussing attention on words is not necessary for activatiag
from pseudo-words. Some studies, as for example, the studthe words’ cortical memory traces. 748
ies of high-frequency cortical responses discussed above, Insummary, physiological studies provide support for the
have indicated that word-related brain processes can beexistence of word representations in the brain. The enhanced
detected late, i.e. around 400 ms after presence of the rel-high-frequency responses in theband to words are con-7s1
evant information in the input. However, physiological sistent with coordinated fast reverberatory neuronal activity
word—pseudo-word differences in the ERP have also beengenerated by functional webs. The word-related enhanee-
found substantially earlier, in the so-called N1-P2 complex, ment of the MMN may lead one to an estimate of the point

100-200 ms after onset of visually presented stinflidg, in time when language representations in the brain are besg

1983. accessed. 756
In arecent series of EEG and MEG studies, we could con-

firm this and found that the MMN and its magnetic equiva- 4.2. Word webs 757

lent (MMNmMm) were larger in response to spoken words com-

pared with after pseudo-wordPBlvermdiller et al., 2001c; Word-use in the context of objects and actions may leael

Shtyrov and Pulvermidiller, in préssThe MMN, which can to stronger links between neurons in the cortical core lase
be elicited by rare changes in the acoustic environment, guage areas and neurons in areas processing information
was used because it has been found to reflect the existencabout the words’ referents. This is implied by the correlas:
of memory traces or engrams in the cortex and because ittion learning principle and the cortex’ long-range conneez
is largely independent of the subject’s attentidtaétanen, tions between motor and sensory systems. Functional webs
2001; Naatanen and Winkler, 19990 control for the phys-  would therefore provide the basis for the association (in the
ical difference, which necessarily distinguishes any word psychological sense) between an animal name and therasi-
from a pseudo-word, two-syllabic items ending in the same sual image it relates to, or between an action verb and tée
second syllable were chosen. Between their two syllablesaction it normally expresses. Strong links within the web set
was the pause characteristic of some Finnish consonantsup by such correlation learning can account for one’s imss
so-called double stop consonants (for example “kk”). This pression that the image is automatically aroused by the wad
pause made it possible to record separate non-overlappingorm presented alone and that, vice versa, the image almast
brain responses to the two individual syllables of a nat- automatically calls the name into active memory. The neu:
urally spoken bi-syllabic word. When the critical second ron ensembles linking phonological information and inforz2
syllable completed a word, its MMN and MMNm were mation about the actions and perceptions to which a worsl
larger compared with when the syllable was placed in a refers will be calledword webs here. They would includez74
pseudo-word contextHg. 20Q). This difference was most the phonological webs in perisylvian areas and, in additiors
pronounced 100-200 ms after the word recognition point neurons in more widespread cortical areas critically involved
of the lexical items, the earliest point in time when the in processing perceptions and actions. The type of entityra
information about the word is present in the acoustic input word usually refers to should be reflected in the cortical tos
(Marslen-Wilson, 199D This suggests that the functional pography of the functional web that realizes it. 779
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The meaning of an animal name such as “whale” or be shared between known and new words, so that tlsedr
“shark” is usually known from visual experiences, pictures, neuronal representations would overlap in their semarstic
or films, whereas the meaning of a tool name such as “nail” parts. This line of thought shows that the learning of wosek
or “fork” refers to objects one uses for certain actions. This meaning on the basis of correlated neuronal activity is net
is not to say that one could not know a whale from interact- restricted to the word-object-contingency scenario. Givei
ing with it, or nails from looking at them, but it may appear enough words have already been learned, additional dis-
plausible that, in general, more relevant information char- crete webs of neurons linking information about a nem
acterizing whales and nails is related to vision in one caseword’s form and meaning can be set up by exposureste
and to actions in the other. In principle, in order to draw texts. 844
firm conclusions on perceptual and functional attributes of  Fig. 3A sketches the postulated neuronal architectuses
word and conceptual categories, the perceptual and actionof functional webs representing words with strong visuab
associations of the stimuli need to be determined empiri- or action associations, respectively. The circles in the diar
cally. The lack of such stimulus evaluation is a caveat of grams symbolize local clusters of neurons strongly linked
many studies of category-specific brain processes. Behav-by cortico-cortical fibers. The diagrams illustrate the ideadab
ioral investigations carried out with healthy volunteers re- word webs that include neurons related to semantic aspests.
vealed that many animal and tool names show the expectedVore precisely, the proposal is that aspects of the wores’
differential elicitation of visual or action associations, re- referents, the entities they refer to, are woven into the ret-
spectively. However, the most striking double dissociation works. If the referent is an object usually perceived througgs
in perceptual and action attributes was seen between actiorthe visual modality, neurons in temporo-occipital aress
verbs on the one hand and selected nouns referring to anishould be included in the web. If a word refers to actionsass
mals or large man-made objects on the other Kaj. 3D; to objects that are being manipulated frequently, neuronsgsia
Pulvermdiller et al., 1999aAlso, categories such as “ani- fronto-central action-related areas are assumed to be wiged
mal names” were not well defined with regard to the modal- into the cortical representations. This can easily be extendsd
ity for which most striking associations are being reported. to other sensory modalities as weHy(lvermuller, 199% 859
For example, whereas words such as “whale” or “shark” A shortcoming of the diagrams ifrig. 3A (see also seo
are reported to elicit primarily visual associations, however Fig. 4A) is that only one type of association is shown faes1
the results for “cat” are less clear cut, for obvious reasons. each word web. Usually, a word that is primarily visws2
Thus, the differential associations cut across the categoriesally related is reported to elicit some action associaticsss
suggested by a philosophical approach (e.g. living versustoo, and vice versa, an action-related word also yiekds
non-living), as was earlier found for category-specific neu- some visual associations (dfig. 3D). The all-or-nothing sss
ropsychological deficitsWarrington and McCarthy, 1987 aspect one may infer from the diagrams is therefore wee
The sensory/action modalities through which the referent of realistic. To make the diagrams more realistic, each web
a word is known appear to be relevaRuéter, 1999 should include some additional neurons in the respe

Itis a limitation of the considerations made so far that they tive other field, although the ensemblea®uron density seo
only cover communication where words are being learned in these additional areas would be lower than in the
in the context of their referent objects or actions. However, areas processing the words’ primary referential aspegat
word meanings can also be picked up from contexts in (Kiefer and Spitzer, 2001 Further, action associations ims72
which the actual referents are absent. The meaning of newlyply that there are associations with self-perceived aspeects
introduced words can be revealed by known words used in of the action in the somatosensory and/or visual modalitys
the same sentence or piece of discourse. It has been proThe visual perception of one’s own hand during knockimgs
posed that a word’s meaning can be defined in terms of thelikely arouses neurons in movement-related areas of thesvi-
other words that frequently co-occur with ltgndauer and  sual system not activated if, for example, a stationary viseal
Dumais, 199Y. This would translate into a different neuro- stimulus is perceivedRizzolatti and Arbib, 1998 There- s7s
biological scenario for the learning of word meaning. Given fore, there would be good reason to add detail to the
there is a stock of words whose meaning has been acquireddiagrams—at the cost of making them more complexo
on the basis of word-object or word-action contingencies, a Nevertheless, the topographies of the functional webssaf
new word occurring in good correlation with such known semantic word types can be postulated to be different, asd
words would only activate its phonological perisylvian rep- the diagrams convey the gist of this idea. 883
resentation. However, neurons in extra-perisylvian space The postulated differential topographies of word webs:
related to the meaning of the context words would fre- imply meaning-related processing differences between wesgl
quently be active together with the phonological web of the categories. A major source of evidence for such differenees
new word. The correlated activity of semantically-related are neuropsychological patient studies where, for exampée,
neurons included in the neuronal representations of knownthe production or comprehension of nouns and verbs, or e-
words and the phonological web of the new word may imal and tool names was found to be differentially affectegeb
allow for “parasitic” learning of word meaning. This im- by disease of the brainBék et al., 2001; Cappa et al.gs0
plies that the semantically-related neurons will finally 1998; Damasio and Tranel, 1993; Daniele et al., 1994; Micsli
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Fig. 3. (A) Visual and action associations of words may be mapped by functional webs extending over perisylvian language areas and addityenal visuall
and action-related areas in the temporo-occipital and fronto-central areas. The cortical topography of word-related functional webs of algyds prim
characterized by visual associations may therefore differ from those of words with strong action associations. (B) Differences in metabotieaticin a

related to the processing of nouns referring to animals and tools in a naming task. Whereas the tool words more strongly activated a pre-motor region
and an area in the middle temporal gyrus, animal names most strongly aroused occipital areas. (C) Electrophysiological differences betwe®n nouns an
verbs in a lexical decision task recorded at central (close to motor cortex) and posterior (above visual cortex) recordinBaitksesponses in the

30 Hz range were stronger close to the motor cortex for action verbs, and stronger above visual areas for nouns with strong visual associations. A simil
difference was revealed by ERPs submitted to Current Source Density Analysis (CSDA). (D) Behavioral experiments showed that the stimulus nouns
elicited strong visual associations whereas the verbs were primarily action-related.

et al, 1984, 1988; Patterson and Hodges, in press;tributes, the actions to which the words and concepts relate
Warrington and McCarthy, 1983; Warrington and Shallice, (Humphreys and Forde, 20p1 900
1984). These dissociations between kinds of words and con- It can also be asked whether the intact brain demoeuot
ceptual categories can be understood based on the assumpstrates differential activation of brain areas when action-%z
tion of distributed neuron ensembles reflectipgceptual perceptually-related words are being processed. A critigal
and structural attributes, including visual features and the prediction appears to be the following. If words of one kireda
degree of overlap between exemplars, anduhetional at- are characterized by stronger action (visual) associatioss
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Differential Brain Activation During Word Processing:
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Fig. 4. (A) Cortical topographies of functional webs representing different types of action verbs may differ. Action words can refer to actitets execu

by contracting face, arm or leg musclés (ick, to pick, to kick). Different neuron ensembles in the primary motor cortex may therefore be woven into

the word-related neuron ensembles (€. 1 B). (B) Ratings of face-, arm-, and leg-associations confirming differential referential semantics of three
action verb groups. (C) Results from an EEG study. Topographical differences between brain responses to face- and leg-related verbs. Siignger in-go
currents were seen close to the vertex for leg-related items (red spot at the top) and at left-lateral sites, close to the face representatietgtéat face
words (blue spot on the left). (D) Result from an fMRI study comparing arm- and leg-related verbs (single subject data). Differences were see in the
pre-central gyrus of the left hemisphere. Blue pixels indicate stronger activation for arm-words and red pixels indicate stronger activatioorids. le
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than those of another kind, their processing should be ac-by button presses, the response latencies differed between
companied by stronger brain activity in the relevant action- nouns and verbs. Their interpretation is, however, incams
(sensory-) related areas. Relevant action-related areas are isistent with earlier findings in studies of noun and vesks
the frontal lobe and the areas necessary for visual perceptiorprocessing where no such latency differences were present
of objects are in the occipital and inferior temporal lobes. (e.g. Pulvermuller et al., 1999aClearly, the data reportechss
When pictures of animals and tools were presented by Rdésler and colleagues are consistent with the hypotéee-
in a naming experiment, several areas, including occip- sis that there are word-category-specific differences in the
ital and temporal sites and the classical language areasopographies of cortical activation. 969
were found to increase their activitiartin et al., 1995 Kutas’ group recently replicated noun verb differences
Category-specific activation was found in the pre-motor in ERPs when words were presented in sentence congext
cortex and the middle temporal gyrus when tools had to (Federmeier et al., 2000In addition to these differencesg72
be silently named, and in the occipital and inferior tem- these authors found an enhancement of the brain respernse
poral lobe when animals had to be namé&dy( 3B). The for syntactically ambiguous words that can function as either
pre-motor activation may be related to the action associa- verbs or nouns. However, because these authors did notin-
tions of tool names, as the activation in inferior temporal vestigate the semantic properties of their word material, their
and occipital areas may be related to visual attributes of ani- data are open to the possibility that aspects of word meaning
mal names. The additional activation in the middle temporal were relevant for eliciting differential brain responses. 978
gyrus in tool naming may be related to movement associa- Further investigations of physiological manifestations afb
tions elicited by the words involved. Differential cortical ac- word processing were performed to address the questionsof
tivation by action- and visually-related concepts and words whether grammatical or semantic aspects of words are esu-
were confirmed, in part, by more recent metabolic imaging cial for determining word-category-specific brain responses.
studies of category-specific processes using PET and fMRIIn a study using spoken words, the physiological distinctiess
(Damasio et al., 1996; Grabowski et al., 1998; Martin and between visually-related nouns and action verbs coulddbe
Chao, 2001; Moore and Price, 1999; Mummery et al., replicated and similar differential activation was found bess
1998; Perani et al., 1999; Spitzer et al., 1998; Warburton tween visually- and action-related nouns. In contrast, thete
et al., 1998, although not all researcher could confirm such was no difference in the topography of brain responses &e-
differences (e.gDevlin et al., 2002 tween action verbs and nouns for which strong action ass-
Neurophysiological imaging investigation of noun and sociations were reporte@(lvermuiller et al., 1999bThese 989
verb processing provided further evidence for category-spe-topographical differences in the activation patterns elicitexd
cific brain processes relevant for languagg&rojvn and by action- and visually-related words resembled those of-
Lehmann, 1979; Dehaene, 1995; Koenig and Lehmann,served between written tool and animal nanmagyermdiller 992
1996; Molfese et al., 1996; Preissl et al., 1995; Pulvermuller et al., 1999a and between pictures of animals and toolss
et al., 1996b, 1999aln one of these studies, differential vi-  (Kiefer, 200J. All of these results indicate that the differersos
sual and action associations of the nouns and verbs selectedial activity patterns are not grammatically-related, but rathes
were demonstrated by a rating study performed by all exper- reflect semantic properties of the stimulus words and thew
iment participants Rulvermuller et al., 1999a ERPs and related conceptfulvermdller et al. (2001dpund a global 997
high-frequency cortical responses revealed a physiologicalenhancement of the evoked brain response for a certain
double dissociation consistent with differential activation sub-category of nouns, which, according to the behavioral
of fronto-central areas and occipital are&sg( 3Q. The data reported by these authors, had particularly strongme-
ERP difference was apparer00 ms after onset of visual mantic associations to both objects and actions (multimadtal
word stimuli, consistent with early activation of the word semantics). Control nouns without multimodal semantigs
webs involved. Topographically specific high-frequency re- failed to elicit the result, again arguing against an intens
sponses, which were stronger over central areas for verbspretation in terms of grammatical word categories. Furthess
and over occipital areas for nouns, started later (400 ms). more, lexical ambiguity (cfFedermeier et al., 200@annot 1005
In a recent publication, Rosler and colleagues could not account for the difference, because the stimuli used in téus
replicate differential pattern of neurophysiological responses study were members of one lexical category only (they weve
to nouns and verbsHaan et al., 2000 In an even more  either nouns, verbs, or members of a different grammatis
recent publicationRosler et al., 2001 however, these au- cal class). Finally, there was a linear increase of an eaxy
thors reported a noun verb difference reminiscent of that component of the event-related magnetic field with a mea
in earlier studies (e.d>ehaene, 1995; Preissl| et al., 1995  sure of the strength of semantic associations of a wioed (011
Nevertheless, these authors still argue that their data, con-0.8). Therefore, these data enforce an account in termsiof
sidered separately, give no convincing support to the hy- word semantics. It may be that the strong associationgpin
pothesis that the two word categories activate distinct neu-the psychological sense, of words with multimodal semim4
ronal populations. They prefer to attribute the differential tics are realized as strong connections within particulashy
topographies to differences in response latencies, becausewidespread and large cortical neuronal assemblies. Activa-
in their study, in which subjects had to respond to words tion of these particularly widespread and strongly conneated
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networks may underlie the enhancement of brain responsesvhere the earliest neurophysiological differences betwmsen
seen in the neuromagnetic response. words and pseudo-words were found (eRulvermiiller 1073
More fine-grained predictions are possible on the basis of et al., 2001c; Rugg, 1983 Thus, the earliest latenciaes74
the postulate that topographies of word webs reflect word at which the lexical status and the semantic category
meaning, in particular aspects of the words’ referents. Action of word stimuli were reflected in the neurophysiologiaate
verbs can refer to actions performed with the legs (walking), response coincided with each other. These neurophysioe-
arms (waving), or mouth (talking). It is well known that logical data support psycholinguistic models postulating
the motor cortex is organized somatotopically, i.e. adjacent that information about a word’s meaning can be accessed
body muscles are represented in neighboring areas withinnear-simultaneously with information about its form, a praso
the motor cortex Renfield and Rasmussen, 195MNeu- posal motivated by behavioral studiddgrslen-Wilson andios1
rons controlling face movements are located in the inferior Tyler, 1975, 198D Likewise, they are consistent wittvs2
pre-central gyrus, those involved in hand and arm move- the view that a word is cortically processed by a discrets
ments accumulate in its middle part, and leg movements functional unit storing information about the word’s formsa
are controlled by neurons in its dorsal and medial portion together with that about its semantics. 1085
(cf. Fig. 1B). On the basis of the correlation learning prin- While the semantically- and form-related parts of disse
ciple, one can therefore postulate differential topographies tributed word webs may be activated near-simultaneousty,
for cell assemblies organizing leg-, arm- and face-related there is evidence that different physiological processes
words Fig. 4A). Differential action-related associations of appear in sequence in the same cognitive brain represesta-
sub-categories of verbs could be demonstrated by behavtions. A stage of access to the representation (ignitionoaf
ioral studies Fig. 4B, Pulvermdiller et al., 200)b the cell assembly, segraitenberg, 1978amay be followedio91
In an EEG study, we compared face- and leg-related actionby sustained reverberatory activity (active memory, s®e
verbs (“talking” versus “walking”). Current source density Fuster, 199p of the word web. Whereas the early access
maps revealed early differential activation along the motor stage may occur within one quarter of a second afterithe
strip. Words of the “walking” type evoked stronger in-going information in the input allows for recognizing a stimulu®s
currents at dorsal sites, over the cortical leg-area, whereaswvord, the reverberatory activity related to active memanys
those of the “talking” type elicited the stronger currents at would follow after more than 250ms. The early access
inferior sites, next to the motor representation of the face and process may be reflected in early ERPs, and the lataose-
articulators Fig. 4C Pulvermdller et al., 2000 The early verberations may lead to high-frequency responses irndbe
differential activation of fronto-central cortical areas by +vy-band. These hypotheses can tentatively explain recent
sub-types of action words about 200 ms after onset of visual findings about the time course of neurophysiological 1®1
word stimuli was recently confirmed by an ERP study using sponses to words (for further discussion, géefer, 2001; 1102

localization of multiple current sources in the brain based on Pulvermuller, 1999 1103
MNE (Hauk and Pulvermdller, submitted for publicatjon

A similar study comparing arm- and leg-related words was 4.4. Summary and conclusions 1104
performed with fMRI (Pulvermdller et al., in preparation).

The preliminary data shown iRig. 4D are consistent with The brain response to words and word-like matefrbs

the view that the body parts involved in the actions referred als appears to reflect lexical status and word semantios.
to by the words are reflected in the cortical neuron webs Word—pseudo-word and word category differences were1e-
these words activate. Further, the earliness at which theported in metabolic and neurophysiological imaging studies
word category differences were present in the neurophys-Both types of differences were found already at 100—-20Q.1mos
iological response indicates that there was no substantialafter the information in the input allowed for recognizingo
delay between word form access and the processing ofthe words, whereas some differences, e.qg. in high-frequenay
action attributes. This supports the view that information responses, appeared only with longer delays. These resuits
about the word form and the body parts, with which the can be explained on the basis of the idea that words areitep-
word-related actions are being carried out, are woven into resented and processed by distributed but discrete neuten

the same word-related cortical networks. webs with distinct cortical topographies. They are somes
what less easily explained by alternative approachesiif
4.3. Thetime course of lexical and semantic activation words were represented by single neurons, for examplesithe

corresponding brain activity states could probably notibe
The lexical status of a written or spoken word, whether measured with large-scale neuroimaging techniques, sueh
it is a word or not, and aspects of word semantics appearas MEG or fMRI. Also, it is in question how the specific2o
to crucially determine the brain response. The differences changes observed between words and pseudo-words eould
between semantic word categories can appear early in thebe explained if both stimulus types were processed alikeiby
neurophysiological brain response, i-e100-200 ms after  a distributed network of neurons in which no discrete reps
stimulus onset (e.g?ulvermiller et al., 2001a; Skrandies, resentations exist, or by interference patterns over the entise
1998. This latency range corresponds to the time range cortex. Furthermore, an explanation of word-category difs
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ferences may turn out to be even more difficult on the basis cussed that may relate to different types of serial orderiina

of such approaches. Thus, while competing approaches ardanguage. 1180
challenged by the data discussed, the postulate of discrete
functional webs representing words explains them well. 5.1. Synfire chains 1181

The results on category differences indicate that aspects
of the meaning of words are reflected in the topography of A sequence AB of events can be represented by two neua-
brain activation. They are also consistent with the view that ronal units directly connected to each other, one correspotd-
the referents of particular word kinds are relevant for de- ing to A and the other to B. If the respective neuronal units:
termining the brain areas involved in their processing. The were referred to by Greek letters,and 3, the sequence ofiss
data do not explain the entire spectrum of areas found to beevents would be realized as B, and, in addition, a directiss
active during category-specific word processing. There are connection froma to 3. A single neurona could, there-1187
findings about different semantically-related activity pat- fore, by way of its direct projection to a neurd arousei1ss
terns that are not readily explained by elementary neurosci-it whenever active. However, it is unlikely that single carsg
entific principles, such as the principles (I)-(1V) discussed tical neurons connected in this way play a role in language
above. For example, the differential activation of right- ver- processing. The connections of most neurons in the cart@x
sus left-parietal areas by names of body parts and numeralsare known to be weak so that input from one single neurnn
(Le Clec’H et al., 200p cannot be explained by the four would usually not be sufficient to strongly enhance the fies
principles alone. It is likely that additional as yet not fully ing probability of a second neuron on which the first anes
understood principles of cortical functioning are necessary projects Abeles, 199). Therefore, it appears more likehos
to account for these data. Furthermore, it needs to be addedhat sets of neurons project onto each other thereby makistg
that the semantic category of the stimulus words is by far up broad neuron chains, which determine spatio-tempatal
not the only variable determining the topography of brain patterns of activity. 1198
activation. Clearly, the modality of stimulation (visual or Physiological evidence for complex spatio-temporal pate
auditory) and the task context in which words have to be terns of activity comes from correlation studies performeab
processed (lexical decision, naming, memory, etc.) play an on multiple unit recordingsXbeles et al., 1993; Vaadia et alz01
additional important role in determining the set of active 1995. The firing probability of a single neuron could best 2
brain areas Angrilli et al., 2000; Mummery et al., 1993 determined when more than one preceding neuronal event,
Further, other features of the stimulus material, for exam- and in addition, behavioral context, were taken into accouug.
ple the length and frequency of words, play an important This context-dependence cannot be modeled by a chainoef
role (Assadollahi and Pulvermiiller, 2001; Rugg, 1890 single neurons, each projecting onto the next in the chais.
The present approach suggests, and the summarized datBlowever, the context-dependence of firing probabilities fiab~
indicate, that, if possibly confounding variables are ap- lows from a model in whichgroups of neurons are con- 1208
propriately controlled for, category-specific differences are nected in chains. In this case, the synchronous activity@f
present between word categories and conceptual kindsone of the groups, which are connected in sequence, isngec-
across tasks and stimulus modalities. essary to arouse the next set. This type of neuronal cineuit
has been labeledsgnfire chain (Abeles, 1991 The synfire1212
model implies that a cortical neuron can be part of different

5. Serial order in the brain spatio-temporal firing patterns and can therefore becomezac-
tive in different well-defined behavioral and neuronal capes
In language use, words usually occur in sequences. Theytexts. 1216

are part of sentences of several words; although early inin-  To illustrate the synfire mechanism, a schematic represan-
fancy, single-word utterances play an important role, and tation of two intersecting synfire chains is showrFig. 5. 1218
also later in life, communication using single-word utter- In this illustration, each neuron will be assumed to requir®
ances is common. The majority of utterances, however, aretwo simultaneous inputs to become active, and each ofithe
composed of several words that follow each other accord- sequentially connected sets of the chains will include theee
ing to rules. How may the rules governing serial order of neurons. These are simplifications made for ease of extubi-
language elements be realized in the brain? tion; the number of neurons of each neuron set connectegbin
This question can be asked with regard to the level of sequence is probably higher, between 50 and 100 neurons
meaningful language units, words angrphemes, and a (Diesmann et al., 1999and their firing threshold is probaz2s
similar question can also be asked at the levedhainemes, bly in the order of 5-10 simultaneous inpufshgles, 1991 1226
language sounds distinguishing between words with dif- Whenever the neuron group at the upper left is active, anex-
ferent meanings. How may phoneme and morpheme se-citation wave will spread downward terminating at the lowess
quences stored and processed neuronally? The followingright. Although the neurons in the very center are also haaag-
sections will summarize a few brain mechanisms that could, ily connected to the neuron groups at the lower left, activityo
at different levels, be relevant for establishing serial order on the lower left will die out in this case. In the same way2a
of language units. Three different mechanisms will be dis- wave from the upper right will spread to the lower left oniyas2
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b t cisely timed articulations. From a cognitive perspective, the
beauty of the synfire chain mechanism lies in its potentialta
provide a straightforward solution of whatashley (1951)1264
described as one of the main aspects of the problennesf
serial order in behavior. If each letter was represented assa
separate entity, the possible words of a language couldsot
be modeled simply by direct connections between the 50
so phoneme or letter representations. Too many sequanees
would be allowed whenever for any given set of phonemezar
letter representations. If a set of representations is activated,
for example those of the phonemes [t], [&e] and [b], there
would be no information about serial order, so that different
sequences would be possible, for example “tab” and “bat/a
However, if not phonemes but, instegahonemes variants 1275
that are determined by their phonotactic context and show
complementary distributions, so-calleadlophones, were 1277
represented by sets of neurons, each possible sequernce
could be realized by direct links between individual neutare
sets. The representations of context-sensitive phoneme azagi-
t ants could be described, for example, as [b] at word onsat
and followed by [se]—which can be abbreviated as #Bas,
Fig. 5. Synfire chains that cross. Each circle represents a neuron andaS [2e] following [b] and followed by [t], bAt, and by [tks3
arrows represent connections between neurons. Each neuron is assumeterminating a word and preceded by [ee], @&T#. The three
to have a threshold of 2. Possible phonemic correlates of subsets of thecontext-sensitive phonemes, here described as #Bae,1méFt
synfire chains are indicated by ovals. and &T#, respectively, would determine the elements oftie
phoneme sequence and their serial order. A similar solutéen
to one facet of the serial order problem has earlier bess
There are two distinct spatio-temporal patterns of activity suggested bywickelgren (1969) The synfire model nowi2sg
that are prevented from getting mixed up by the very nature allows for specifying the putative underlying mechanismsso
of their connections, although the structural bases of these Fig. 5can be used to further illustrate putative articulatamps
patterns strongly overlap. The majority of the neurons in the phonological mechanisms. If the synfire chain starting atithe
central layer where the two synfire chains cross are activatedupper left and running to the lower right is considered the
whenever an excitation wave is initiated at the top. Each of correlate of the syllable [baet], its component neuron groizps
the neurons included in a synfire chain may actually be part can be taken as the putative neurobiological correlate ofiibe
of several other chains as well. relevant linguistic elements, phonemes, or more precisedy,
The essential feature of the synfire model is that informa- allophones. Each phonological representation wouldidoe
tion highways share sub-components and that the effect ofcomposed of two different kinds of neuronal elements, one
each neuron’s firing strongly depends on its firing context. related to invariant properties of the articulation of a partime
This can be further illustrated blyig. 5. The two neurons  ular phoneme, the other related to systematic phoneticidoe.
in the middle of the central neuron group (where the two physical, variations determined by the context. For exampia,
ovals intersect) would be part of both synfire chains. They the neurons shared between the two context-sensitive iep-
will become active as part of an activity wave starting at the resentations of the phoneme [ae]—the two middle neunaos
upper left, but will as well be activated if an activity wave in the central layer ofig. 5 —could relate to articulatoryzos
started at the upper right. The firing of these middle neurons features of the phoneme, e.g. lips open but not rounded,
in the central layer alone does not determine the path of thetongue at the bottom of the mouth. In contrast, the neunanes
excitation wave. However, the path can be determined if the deciding between the possible successor sounds and disdin-
context of their firing is taken into account. The left- and guishing between the alternative synfire chains—the lefts
right-most neurons in the central group have the role of such and right-most neurons of the middle layer—would process
context-indicators channeling the wave of activity either to information about how to realize co-articulation effeatso
the left or right. If one of these lateral neurons is active to- related to the respective phoneme contexts—for example,
gether with the central ones, the activity wave is channeled information that the tongue is being moved towards tke
either to the left or right. teeth, in preparation of the [t] articulation. The neurobie:s
Synfire chains have been proposed as a neuronal basis ofogical equivalent of a phoneme-in-context would therefore
articulatory programsraitenberg and Pulvermuller, 1992  consist of neurons related to articulatory distinctive featuras
The exact timing of nerve cell firings determined by the and others realizing context-dependent phonetic featumes
circuitry would be exactly what is required for realizing pre- of a language sound defining allophones. Since it offersia
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mechanism for precisely timed articulations, a solution for egories. Examples of lexical categories are noun (hg71
one aspect of the serial order problem, and a mechanism personal pronoun (Ppr) or verb (V). The occurrencast
for co-articulation effects, the synfire model may provide a a word from one particular category, for example thes
brain perspective on articulatory-phonological programs. category noun or personal pronoun, predicts with high
One of the features this proposal shares with psycholin- probability the later occurrence of a member of a canvs
guistic approachesMarslen-Wilson and Warren, 1994s plement category, for example verb. However, theresis
that it does not require separate representations of phonemes.  freedom as to which verb to select. It is unclear howsa
Overlapping sets of neurons related to distinctive features synfire model could realizkexical categorization. 1378

and context features are proposed to be represented. Setgiv) When competent speakers are being confronted wth
of feature representations are considered the cortical basis sentences they have never encountered before, itley

of context-sensitive phoneme variants, allophones. If one may nevertheless judge them as correct. This requises
wishes to specific the putative neurobiological correlate of a generalization from a limited sample to new sequences
phoneme within this model, one is free to choose between the that have not been learned. The synfire model leaves
intersection, or as an alternative, the union of the overlapping open the question how to neuronally implement sueda
neuron sets. However, these putative “phoneme correlates” generalization. 1385
would not represent discrete functional units within a syn- (v) The occurrence of a word of a particular type predicis
fire model. Discrete functional units would be postulated for the occurrence of complement words, but there is freer
allophones only. dom as taat which position the complement will follow13ss
its antecedent. For example, the occurrence of a nesn
5.2. Seguence detectors or personal pronoun predicts the later occurrence ofa
complement verb, but material may intervene betwe=n
It may be tempting to apply the synfire model to the two, as, for example, inPéter comes to town”, 1392
higher-order sequences of meaningful units, morphemes “Peter the singeicomes. . .”", “ Peter the greatest singer3ss
and words. It is possible to define and to neuronally im- in the worldcomes ...”. A synfire model would notizo4
plement a word’s syntactic role in relation to its context allow for suchvariable delays.

words, the items that frequently occur before and after it 1395

in continuous speech, and to postulate a representation of Which alternative mechanisms for establishing serial 1avs
these various contexts by multiple crossing and intersectingder do exist in the nervous system? As emphasized abave
synfire chains. There are, however, at least five reasons whythe synfire model realizes a sequence of elementary evessts
this strategy is prone to fail: “A then B” by direct connections between their neuronale
representationsy andf. As an alternative, it is possible tawo
(i) Word sequences span one to several seconds. Synfireconnect a third element to both representations of elermen-
chains provide precise adjustment of neuronal eventstary events. The third elemeny, would become active ifi402
that follow each other at short delays, usually in the the sequence AB occurs. The basic idea for such a meoh-
millisecond range. The synfire model therefore oper- anism has been formulated BycCulloch and Pitts (1943)404
ates at a time scale different from that relevant for (Kleene, 1955 Meanwhile, several lines of research haves
word chain processing. Whereas synfire chains provide proven its existence in the nervous system of animals. 1406
a plausible model of articulatory programs within syl- Most animals can specifically respond to stimuli thadr
lables and words, different mechanisms must be rele- move. Therefore, they must be equipped with a mechanism
vant for word sequencing, because these mechanismgor movement detection. The problem of movement detecsoo
need to operate atlarger time scale. tion shares properties with the serial order problem, and
(ii) The occurrence of a word does usually not allow for this becomes obvious in the following formulation. If thera:
good predictions on the particular word(s) that fol- are two sensory cella and 8 looking at adjacent areas As12
low(s) it. Cases in which the occurrence of one particu- and B of visual space, a moving stimulus first appearingain
lar word predicts, with high probability, the occurrence A and later appearing in B will sequentially stimulate thes
of a particular complement word, as is the case for neuronsa and . A third neuron,y, receiving input fromziais
“neither... nor”, represent rare exceptions. Whereas both a and 3 may function as a detector of a movemants
within a word, a phoneme is followed by one out of in the AB direction. It should respond to the sequential
5-20 other phonemedHarris, 195%, the number of stimulation ofa and 3, but not to the reverse sequenaeis
possible successors of a word can reach the order ofThe mechanism yielding sequence sensitivity may invae
10*. While a synfire model for phoneme sequences ap- low-pass filtering of the signal from, thereby delayingizo
pears feasible, such a model for word sequences wouldand stretching it over time. Simple addition of the delayed
require an astronomous number of chains, due to theand stretched signal from and the actual signal frorf 1422
very large number of possible word sequences. will yield a value which is large when the activation @f 1423
(iii) The regularities determining word sequences likely op- precedes that 8, but small values instead when the actiz4
erate on more abstract word groups calledcal cat- vations ofa and B occur simultaneously or in the reverses
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order. This mechanism of directional selectivity has first
been described in the visual system of inse&si¢hardt

and Varju, 1959; Varju and Reichardt, 196/ Analogous
mechanisms of movement detection by sequence detec-
tion have been uncovered in higher mammals as well
(Barlow and Levick, 1965; Hubel, 1995and a similar
mechanism of mediated sequence processing exists in the
cerebellum Braitenberg et al., 1997 What all of these
mechanisms have in common is that a sequence of elemen-
tary events is detected by a separate higher-order element
(labeledy here), which receives input from the neuronal

correlates of the elementary events (labeleghdp). Since (i)

this type of mechanism is characterized by the existence of
neuronal elements that specialize in computing serial order
information by mediating between more elementary units,
it will be called mediated serial order processing (in con-
trast to unmediated odirect serial order mechanisms as,

for example, synfire chains).

Mediated sequence processing may be relevant for pro-
cessing serial order of words and morphemes in sentences.
This is probably not achieved bsxactly one of the mech-
anisms found in the visual system of arthropodes and ver-
tebrates, because of the time domain differences. As it is
the case for the synfire chain mechanism, the mechanisms
for direction-sensitive movement detection apply for delays

smaller than a second, whereas much longer delays occur be<{iv)

tween sequentially aligned words and morphemes (cf. point
(i) above). For example, Reichardt’'s model is designed for
delays in the millisecond rangRéichardt and Varju, 1959
Barlow et al. (1964Yyeport that some neurons in the visual
system of vertebrates exhibit rather long decay times that
could be compatible with the detection of sequences span-
ning tens of seconds.

A model of sequence detectors fed by word webs can be
subject to all of the points raised above against a synfire
model of word sequencing. Points (i)—(v) will therefore be
addressed again below. The strategy here is to explore what
the mediated sequence processing mechanism already well
established by neuroscientific research can achieve, and how
it would operate at the level of functional webs to yield serial
order of words in sentences.

(i) Time scale: Sequence detectors for words must allow  (v)

for delays of several seconds. The elementary units
that may contribute to syntactic sequence detection
are cell assemblies representing words and additional
neuronal units mediating between word-related neu-
ron populations. Activation—deactivation cycles of dis-
tributed functional webs can span several seconds (at
least up to 20 sFuster, 1995 which is the appropri-
ate time scale for syntactic processes. Therefore, word
webs can store the information about a word occur-
rence for several seconds, so that a sequence detector
fed by word webs can process this information at the
time scale relevant for the processing of serial order of
words.

(i) Number of represented sequences: One may argue thatss1

a sequence detection model for word strings requires
a very large number of such detectors, each respasd-
ing to a particular sentence. However, this is not nee4
essarily so. In the same way as movement detectoss,
word-sensitive sequence detectors can be assumegsto
operate orpairs of elementary units. If there is a sess?
guence detector for each frequently occurring sequensse
of two words, the number of necessary sequenceige-
tectors can be reduced substantially. Still, the number
would be large (but see (iii)). 1491
Categorization: If a sequence detector responds toise2
a sequence “firsit; thenB1” of neuronal events, it isi493
possible that it responds to a sequence “firstthen 1494
B2" as well (whereas, a2, B1 andB2 symbolize wordi49s
webs). By connections taj, ap, ..., o, 0n the oneiags
hand side, and tB1, B2, ..., B, on the othery can be 1497
sensitive to activation sequences of elemengrofips 1498
of word webs, i.e. to a sequence of any member oftive
a-group followed by any member of thggroup. Theisoo
a-group could, for example, be the lexical categasy:
of nouns or personal pronouns and fgroup could 1502
be the verbs. The sequence detectors could operatsoon
webs representing words and morphemes from gasem
lexical categories. 1505
Generalization: Suppose a sequence detectotbe- 1506
comes frequently active together with the activation sez
guence of word weba1 andB;, and develops, by astsos
sociative learning, strong connections to both of theimn
so that it will finally respond reliably to the sequencgo
“first a; then B1”. Additional confrontation with theisi1
sequences “firstv; then B2” may also strengthen thesi2
sequence detector’'s connectionsptg and finally, if 1513
the activation ofay is frequently followed by that ofis14
B1, theaz web may furthermore be chained4oThe 1515
“generalization”, that the sequence detector is also sen-
sitive to the event “firstvp thenBy”, although this par-1517
ticular sequence may never have been present irudfse
input, follows from the earlier learning steps. This typas
of substitution-based associative learning can accassat
for at least one type ajeneralization of syntactic rules 1521
to novel word strings. 1522
Variable delays: A sequence detector does not réz3
quire fixed temporal delays between the activatiasz
of the units feeding into it in order to become activezs
Reichardt-type motion detectors can respond to stisps
uli moving with variable speed, and in the very samer
way, a functional web fed into by two word wehs2s
may respond to their serial activation independently=b
the exact delay in-between activations. A noun—verio
sequence detector may therefore become active wisn-
ever confronted with one of the stringPeter comes 1532
to town”, “Peter the singercomes ...", or “Peter the 1533
greatest disc jockey of the worlwbmes .. .". Clearly, 1534
there must be an upper limit for the delays possihtss
which, in a Reichardt-like model, would depend os3s
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the decay times of the word webs (several seconds) (A) He come S
and the characteristics of the low-pass filter. However, ‘ ‘ ‘
delays of several seconds do not appear to constitute Lexical Ppr v Vs
a problem for this type of model. categories ‘ N
| | A
In summary, the proposal is that mediated sequence pro- Syntactic Np\ /Vp
cessing known from other neuroscientific domains is an im- categories S
portant mechanism for syntactic processing. In contrast to
the already_knovyn mechanisms operating at the §ingle neu- (B) He come S
ron level—i.e. single neurons representing the input and
mediating the sequence—the present proposal puts that the Word and
. . . morpheme
same type of mechanism exists at the level of functional webs
webs. Thus, the relevastquence detectors would be func-
tional webs responding to sequences of neuron populations
related to the processing of single words. A sequence de-
tector would become active if the word; Arom a word
Sequence

category A is followed by a word Bfrom category B, detectors

thereby sequentially activating the corresponding functional

websa; and ;. Frequent co-occurrence of words in lin-  Fig. 6. (A) A phrase structure representation of the sentence “He comes”.
ear sequences may be an important factor for establish-Lines represent structural relationships. Abbreviations: Ppr, personal pro-
ing neuron ensembles specializing in the detection of word noun; V. verb; Vs, verb suffix; Np, noun phrase; Vp, verb phrase; S, sen-

sequences. This allows for an economic representation 0ftence. (B) Putative neuronal circuit processing t_he same word strlng‘by
word webs and mediated sequence detectors. Circles represent functional

word pair sequences, Iar_ge_ly mdependent of the actual de'webs. Labels close to circles indicate the morphemes represented by word
lay between the words within a sentence. The same type Ofwebs (lower line of circles) and the sequences of lexical category mem-

wiring may underlie the perception of a word string and its bers sequence detectors are assumed to be sensitive to (upper line). Thin
production. and thick Iine_s represent qualitatively different types of reciprocal neu-
The postulate that word sequences are assessed by sé(_JnaI connections between sequence detectors and word/morpheme webs.
quence detectors leads to a novel view on syntactic pro-
cesses. The dominating view in linguistics has been that a
hierarchical tree of syntactic category representations is built A syntactic model built on sequence detectors replases
up in the process of parsing a sentence, and that the indi-the tree construct by a set of neuronal elements mediatisxg
vidual words of the sentence are attached to the tree as itdhetween word websHg. 6). Separate sequence detectoss:
leaves. The tree would have the sentence symbol S as itgesponding to word pairs, in the present example (a)ste
root, and branches would lead to phrase nodes (labeled, forthe pronoun—verb sequence, (b) to the verb—verb suffixse-
example Np for noun phrase and Vp for verb phrase). From quence, and, in the very same way, (c) to the pronoun—verb
there, further branches can connect to the lexical categorysuffix sequence, are envisaged to be activated by the woed
nodes labeled N for noun, Ppr for personal pronoun, V for string. The activation of these three sequence deteatoss
verb stem, or Vs for verb suffix which can index person, would represent and process structural information of ioe
number and time. An example of a syntactic tree is presentedword string. This approach arising from neuroscientific a1

in Fig. 6A. servations seems more economical than the syntacticttoee
The tree representation has the disadvantage of notapproach, because it postulates one unified mechanism,
capturing what has been calledgreement. The rela- mediated sequence processing, which may replace suéar-

tionship between the sentence-initial pronoun and the dination and agreement by feature transport in syntaetie
sentence-final suffix—which agree in number (singular) trees. Furthermore, the neurobiological approach may pe-
and person (third)—requires an extension of the conceptvide a brain-based explanation of neurophysiological @od
of a two-dimensional tree structure. Linguists have pro- metabolic changes in brain activity related to the processing
posed supplementary mechanisms operating within trees toof syntactic information Kriederici et al., 1993; Hagoontsoo
model the inter-dependence of these elements. The moset al., 1993; Indefrey et al., 2001; Moro et al., 2001; Nevilkeo
popular approach proposes that features of the words ancet al., 1991; Osterhout et al., 1992 1611
morphemes are transported through the branches of the tree Another phenomenon may receive a simple and straight-
to mediate between its leaves. Such feature transport mayforward explanation by the mechanism of mediated ses3
guarantee that, in the exampleRig. 6A, the subject agrees quence detection. The observation is that previously pas
in number with the verb (“He.. s"). A disadvantage of  ceived syntactic structures are being imitated in subsequent
this strategy is that it postulates a separate mechanism—verbal actions. This occurs with above chance probabilitysirs
within-tree transport of features—where there is no need both conversations and controlled experimeBisok, 1986; 1617
for it. Bock et al., 1992; Pickering and Branigan, 199Bhe phe-161s
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nomenon is independent of whether or not the two sentencesThis can be decided by looking closely at the behavione$
share words. A double object sentence as a prime. (* individual neurons included in the network. 1676
showed the children the pictures”) will yield later produc- The model of sequence detection discussed here makes
tion of double object sentences (! gave the butcher the  specific predictions on the outcome of neurophysiologicad
knife”), and a similar priming effect can be observed for experiments, which have, as to the author’s knowledge 16wt
the prepositional object paraphrase.(‘ showed the pic-  been carried out yet. The considerations on syntax offesed
tures to the children”). Imitation of sequences of different in this section would suggest that it might be advantagemes
words from the same lexical category can be explained by to have neuronal units available that respond specificalhsio
sequence detectors operating on categories of word reprea sequence of events A and B, but that thresponse is 1683
sentations. Priming of these neuronal webs by an incoming largely independent of the delay. A further prediction mightiesa
sentence will enhance the activity level of the neuronal be that the relevant delays range between 0.2 s and tenssof
units, thus later enhancing the probability that similar word seconds. The model discussed here would suggest thatisaech
sequences are being produced. sequence detectors responding to specific word sequasges
There cannot be any doubt that networks made up of would be particularly common in the left perisylvian cortaxss
neurons can realize important aspects of the serial order
of events. It is, nevertheless, important to point to some 5.3. Activity dynamics 1689
of the neurocomputational research that investigated in
detail mechanisms discussed here. There is a long his- Still, a neuronal network including delay lines and seso
tory of work exploring the capabilities of associative quence detectors may miss important aspects of the sesial
networks, which has been sparked by theoretical propos-order of words in sentences. Early neural network madz
als (e.g.McCulloch and Pitts, 1943and empirical results  els (McCulloch and Pitts, 1943were found to be insuffi1eg3
(e.g.Reichardt and Varju, 1959Willwacher (1976, 1982) cient by linguists Chomsky, 1968 because the types abo4
for example, presented an early implementation of a sequences they can process, the so-cakgdlar events 1695
single-layer network capable of learning and retrieving let- (Kleene, 195§ are only a subset of the string types linguisss
ter sequences, ardlonomano (2000ecently showed that  tics is concerned with. Although it remains to be shown treat
a variety of precise delays between events can be learneda network containing synfire chains and sequence detecters
and represented in an associative network consisting ofcan only process regular events, one may ask for perspec-
excitatory and inhibitory neurons that are organized in one tives for extending this neurobiological framework of seriado
neuronal layer. Some researchers have included much detaibrder. 1701
into their simulations, about the specific features of the se- Certainly, it is possible to supply a neuronal netwarkz
guences under study, such as complex grasping or walkingwith additional mechanisms whose relationship to the bnai
movements Cruse et al., 1995; Cruse and Bruwer, 1987 may be in question, so that the network is finally be cas
and about neuronal responses as revealed by neurophysipable of processing the more complex linguistic strings
ological investigation Kleinfeld and Sompolinsky, 1988 also (e.g.Kaplan, 1972; Petri, 1990 However, it would, 1706
Apart from single-layer associative networks, more com- no doubt, be nicer if the extension were motivated neuror
plex networks have been used with some success. Elmarscientifically. The proposal discussed in this section witls
used an architecture that includes hierarchically organizedbe that activity dynamics in the cortex may be the key fan
layers one of which is reciprocally connected to an addi- solving additional problems of serial order. This generab
tional so-called memory layer where information about past idea has been explored in earlier theoretical work in neuror
events can accumulate. This architecture proved particu-biology (e.g.Milner, 2001; Pulvermdiller, 1993linguistics 1712
larly fruitful for modeling serial order of language elements (Schnelle, 1995 and cognitive scienceP@ge and Norrisy7is
(Elman, 1990; Elman et al., 1996 Dehaene et al. (1987) 1998. 1714
used a three-layer model including one layer where One string type linguists have used to reject a neurobics
sequence detectors were very similar to the ones dis-logically-related approachMcCulloch and Pitts, 1943is 1716
cussed here in the context of syntactic processes couldcenter-embedded sentences. If a speaker intends to sayrthat
develop. three different persons have performed three differentiae-
Despite these successes in modeling serial order relation-tions, he could first talk about the three actors and spewify
ships in neural models, it should be kept in mind that the the three actions later. However, the sequence with wiieh
successful application of a network to a problem of serial or- the actors (here called A, B and C) are being referred7to
der does not always imply that the relevant mechanisms ondetermines the sequence in which their actions (labefedi#>
which sequence production or detection is based have beerB* and C' below) have to be named. In many languagess;
uncovered. For some simulation approaches, for example, ita sequence of actor names ABC only allows the reverse
remains to be shown whether the crucial mechanism is di- sequence of the action words*EB*A*. This results ini72s
rect sequence detection by delay lines or, as an alternative center-embedded strings, such as, “The mgmvhom the girl 1726
mediated sequence detection relying on separate neurona{whom the dog bit met} came home"—where the embedz?
units devoted to the processing of serial order information. ded sentences are placed between brackétsmsky (1963)172s8
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Fig. 7. Left: Activity of a memory cell possibly reflecting activity dynamics in a large cell assembly it belongs to. Note the almost exponentisé decrea
of activity with time (adopted fronfuster, 199h Right: If several assemblies of this kind are activated one after the other, the activation sequence is
stored in thehierarchy of activity levels of assemblies. This mechanism could be used as a neuronal pushdown store (adoptedifesmiiller, 1998

has argued that a storage device of a certain type, a so-called Given an appropriate readout mechanism is availablesa
pushdown store, is helpful for processing sentences of thisset of functional webs that lose activity exponentially after
type. One may, therefore, ask whether there is reason totheir activation and, in doing so, follow the same deacti
postulate that such a memory device is realized in the vation slope, can be consideredeuronal pushdown store 1772
brain. (Pulvermiller, 1993, 1994 The proposed neuronal mechea=s

The finding that cells activated by specific stimulus prop- nism is but one possibility how a pushdown device couldibve
erties can stay active for a period of several seconds af-realized in a neurobiologically plausible network consistings
ter stimulus presentatiorF(ster, 1995 may again be of  of discrete distributed neuronal units. For it to operate prope
utmost importance here. It is possible that these memoryerly, it must be postulated that all functional webs involved
cells retain their activity because they are part of neuronal lose activity according to the same deactivation slope. Gers-
ensembles in which neuronal activity reverberatess(er, eral principles of activity dynamics—that either hold trues
1997; Zipser et al., 1993If so, these cells reveal important for a large class of brains or cortices, or for the humaso
information about activity dynamics of the neuronal popu- brain, or a part thereof—may therefore underlie the push:
lations they are part ofHuster, 199Y. down mechanism. As mentioned, the proposal that mese

Many memory cells exhibit well-defined activity dynam- general principles of activity dynamics may underlie thes
ics. They do not show constantly enhanced activity after processing of sequential information has been made es&-
presentation of the stimulus they are specialized for, but in- lier (e.g.Milner, 2001; Page and Norris, 199&ut the pre-17ss
stead, they are first strongly activated and then lose activ-cise mechanism and the type of temporally ordered strings

ity almost exponentiallyKig. 7, left). If several functional it processes are still under discussion. Despite the obvieirs
webs exhibit this property, their stimulation in a particular methodological difficulties, it may be possible to address
order implies thathe hierarchy of their activity levels stores these issues in future neurophysiological research on ian-
the information about the sequence. Due to the exponential  guage. 1790
decline of activity, the assembly activated first will later be

at the lowest activity level, whereas the last unit activated 5.4. Summary and conclusions 1791
will still maintain the highest level of activity. The wels

B and+ activated in the orde«y may, therefore, exhibit To sum up, a neurobiological approach to serial order
the hierarchy of activity levels. < B < v (Fig. 7, right). in language suggests that different mechanisms undemdie

If each of the unitsx, B and~y primes its respective action the processing of phoneme sequences within syllablesiand
word representations®, 3* andvy*, the latter will adopt the ~ words on the one hand side and the processing of wand
activity hierarchy of the former, resulting m* < B* < v*. and morpheme sequences in sentences on the other. These-
A readout mechanism fully activating, and then deactivat- rial order of phonemes may be organized by synfire chains,
ing, the most strongly primed unit will lead to the generation and that of meaningful units, words and morphemes, nvay
of the action words in the reverse order of their correspond- be established by separate discrete functional webs specii-
ing actor expressions. Thereby a center-embedded sequenceally responding their temporal succession, similar to these
aByy*B*a* of neuronal activation and the corresponding known from animal research. Furthermore, activity dynamo:
linguistic sequence ABCB*A* can be produced. A sen- ics in large neuronal populations may be relevant for ade
tence such as “The mafwhom the girl {whom the dog quately processing complex sentences. While the remastks
bit} mef} came home” could be generated. The mechanism on serial order mechanisms still leave many questions umnan-
would determine that a series of words or word groups would swered, they may nevertheless open a perspective for futase
be followed by the inverse sequence of their complements. fruitful research into the neurobiology of syntax.
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6. An overview of putative language mechanisms deavor, concrete proposals about neuronal mechanismseare
necessary. 1861

The main proposals about language processing in the brain
discussed in this review were the following:

. knowl
(1) Phonological word forms are represented and processedA‘ cknowledgements 1662

by strongly connected discrete neuron ensembles dis-
tributed over the perisylvian cortical areas and strongly
lateralized to the language-dominant hemisphere. The
activation of word-related functional webs may under-
lie the neurophysiological and metabolic differences be-
tween words and pseudo-words, in particular the early
word-related enhancement of the MMN and the ob-
served modulation of high-frequency responses by lex-
ical status (cfSection 4.).

(2) Words from different semantic categories are repre-
sented and processed by discrete neuron webs with
different cortical topographies. Information about the
meaning of the words, for example, the actions and
perceptions the words refer to, and the locus of the References
primary cortical areas processing this information may

be relevant for determining the topographies of their apejes, M., 1991. Corticonics—Neural Circuits of the Cerebral Corteses
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