Is the Link between Anatomical Structure and Function Equally Strong at All Cognitive Levels of Processing?
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Whereas low-level sensory processes can be linked to macro-anatomy with great confidence, the degree to which high-level cognitive processes map onto anatomy is less clear. If function respects anatomy, more accurate intersubject anatomical registration should result in better functional alignment. Here, we use auditory functional magnetic resonance imaging and compare the effectiveness of affine and nonlinear registration methods for aligning anatomy and functional activation across subjects. Anatomical alignment was measured using normalized cross-correlation within functionally defined regions of interest. Functional overlap was assessed using t-statistics from the group analyses and the degree to which group statistics predict high and consistent signal change in individual data sets. In regions related to early stages of auditory processing, nonlinear registration resulted in more accurate anatomical registration and stronger functional overlap among subjects compared with affine. In frontal and temporal areas reflecting high-level processing of linguistic meaning, nonlinear registration also improved the accuracy of anatomical registration. However, functional overlap across subjects was not enhanced in these regions. Therefore, functional organization, relative to anatomy, is more variable in the frontal and temporal areas supporting meaning-based processes than in areas devoted to sensory/perceptual auditory processing. This demonstrates for the first time that functional variability increases systematically between regions supporting lower and higher cognitive processes.
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Introduction

In relating function to anatomical structure in the human neocortex, it is often assumed that, for any given task, different individuals will recruit the same set of neural processes and that these are located in the same (anatomically defined) regions of neocortex. Accordingly, functional imaging data from different participants are typically combined after spatial registration, which aligns anatomical structures, such as sulci and gyri. However, researchers have observed that, despite reasonably accurate alignment of anatomy (as accomplished using conventional whole-brain spatial registration approaches), the localization of activation can vary from individual to individual for a given task (e.g., Fox and Pardo 1991; Watson et al. 1993; Schlaug et al. 1994; Xiong et al. 2000; Hasnain et al. 2001; Fedorenko et al. 2010). The degree of intersubject variability in location may depend on the cognitive "level" of the processes under study, with greater variability in location for higher level compared with primary sensory and perceptual processes.

Converging evidence from intraoperative stimulation mapping (e.g., Penfield and Rasmussen 1950), studies of microanatomical structure (e.g., Geyer et al. 2000; Grefkes et al. 2001; Rademacher et al. 2001; Hinds et al. 2008, 2009), and functional neuroimaging conclusively tie primary cortical regions to morphological landmarks in cortex. For example, the banks of the calcicarne sulcus are consistently activated in functional magnetic resonance imaging (fMRI) studies that recruit primary visual cortex (e.g., DeYoe et al. 1996; Dougherty et al. 2003; Wohlschlager et al. 2005; see Iaria and Petrides 2007, for review), and the anterior bank of the central sulcus is consistently activated in a somatotopic fashion when primary motor cortex is recruited (see Chouinard and Paus 2006, for review). In fact, there is a gross morphological landmark for the motor hand area: the "hand knob" (Yousry et al. 1997). Touch stimuli consistently activate the posterior bank of the central sulcus somatotopically (Boling and Olivier 2004), and auditory stimuli elicit activity in the region of Heschl’s gyrus, the morphological landmark for primary auditory cortex in humans (Rademacher et al. 1992; Morosan et al. 2001).

It is not apparent whether higher order, cognitive, functions are as clearly linked to morphological landmarks as sensory and motor functions are. In fact, evidence from intraoperative stimulation mapping and neuroimaging suggests substantial variability among individuals in the location of neocortical regions involved in higher levels of cognitive processing, such as high-order motor control (Schlaug et al. 1994) or complex language tasks (Ojemann et al. 1989; Seghier et al. 2008). Ojemann et al. (1989) mapped language function in 117 patients undergoing surgery, by electrically stimulating focal regions of left posterior frontal and temporal cortex while patients named line drawings. Regions critically involved in naming (indicated by naming errors committed during stimulation of these regions) were quite small in individual patients (1–2 cm² in area) and varied markedly in location among individuals. However, it is not clear whether the variability noted by Ojemann et al. (1989) is primarily anatomical or functional in nature.

One approach to this question of whether intersubject variability increases for higher order processes compared with...
lower sensory/perceptual processing has been to examine between-subject variability in the location of peak activation foci in functional positron emission tomography studies among subjects (Fox and Pardo 1991; Xiong et al. 2000). Results from these studies suggested that foci in higher order processing regions are not more variable among individuals than foci reflecting lower level processes.

These negative findings may be explained by methodological limitations. First, previous studies utilized affine registration, and so there is probably considerable residual anatomical variability between individuals that could mask any between-region differences of interest (Watson et al. 1993). Second, these studies selected and examined only the largest peak within functional clusters while ignoring statistically smaller peaks that may have been located closer to activations in other subjects. Choosing the peak activation focus is expedient and objective but may not result in the selection of the most appropriate focus of activation in each subject. Furthermore, the selection of the strongest peak from an individual’s statistical map is misleading in that it reflects both the magnitude of signal change (the numerator of the individual t-statistic, which is considered in the group analysis) as well as the variability in this value over observations (the denominator, which is not considered in the group analysis). A high individual t-value in a given voxel can result either from high signal change in that voxel or low variability in that voxel, or a combination of both. The former factor is relevant for group overlap; the latter is not. We propose that it would be more accurate to assess functional overlap among individuals in a way that did not take the coordinates of the peak voxel as the proxy for a cluster of activation within a subject.

Our approach is to compare the overlap in functional activation across subjects resulting from nonlinear registration methods, which accurately align anatomical features across subjects, with the overlap resulting from affine registration, which results in substantial residual anatomical variability (see e.g., Watson et al. 1993). We predict that when there is a close relationship between anatomical landmarks and function (e.g., primary sensory cortices), the use of anatomically more accurate methods should improve functional overlap among subjects. In contrast, in brain regions where function is less closely tied to anatomy (e.g., regions supporting higher order “cognitive” processes), we should see no clear advantage associated with improved anatomical alignment. We assess functional overlap in 2 ways. First, we avoid the problems inherent in selecting peaks in individuals by turning the problem on its head. Instead of asking “how does individual data predict the group peak?” we ask, “how well does the group data predict individual data?” If functional overlap is good, then the peak from a group analysis should consistently predict a location of high contrast values in independent individual data sets. We also compare the magnitudes of the overall group t-statistics resulting from the different normalization methods—t-statistics directly index both the strength of contrast values and the consistency of contrast values across subjects (see also Tahmasebi et al. 2009).

To examine functional patterns of activity in areas supporting lower and higher levels of processing, we look to the human auditory system, which, like the nonhuman primate auditory system (Romanski et al. 1999; Kaas and Hackett 2000; Hackett 2011) is hierarchically organized (Davis and Johnsrude 2003, 2007; Scott and Johnsrude 2003; Rodd et al. 2005; Hickok and Poeppel 2007; Peelle et al. 2010; Price 2010; Lerner et al. 2011). Auditory signals from the periphery are relayed from brainstem to the medial geniculate nucleus of the thalamus. From there, signals are relayed to primary auditory cortex and hence to other temporal regions, and then at a third or later stage, to frontal regions, with cognitively more complex processes dependent on regions further away from primary auditory cortex (Davis and Johnsrude 2003; Rodd et al. 2005; Davis et al. 2007; Okada et al. 2010; Peelle et al. 2010).

To differentially activate regions of this network, we adopt an fMRI paradigm that can elicit activity at both “lower” and “higher” levels of the human auditory system. Unintelligible sentence-length sounds (“signal-correlated noise [SCN]”) and clear sentences activate auditory thalamus and cortex, relative to silence. Sentences that contain words with more than one meaning (e.g., the bell was fired toward the tank) selectively activate left inferior frontal and left posterior temporal cortex compared with matched sentences without ambiguous words (e.g., her secrets were written in her diary) (Rodd et al. 2005; Davis et al. 2007; Coleman et al. 2009). Interestingly, these meaning-sensitive frontal and posterior temporal regions are much more affected by alterations in level of awareness than are sound- or speech-sensitive regions closer to auditory cortex (Davis et al. 2007; Coleman et al. 2009) consistent with them reflecting cognitively higher processing. We predict that correspondence between function and gross anatomy will be highly consistent among individuals at the level of the thalamus and primary auditory cortex but will be less consistent in these anterior and posterior frontal and temporal regions.

Materials and Methods

Image Acquisition

The fMRI study was conducted at the Centre for Neuroscience Studies at Queen’s University, Kingston, ON, Canada. Twenty-eight volunteers (21 females, aged 18-32, right-handed, native English speakers) were scanned. None of the subjects had any history of head injury or neurological illness. All subjects gave written informed consent for their participation. The experimental protocol was approved by the Queen’s University Health Sciences Research Ethics Board. Four data sets (all from women) were excluded due to severe head motion during scanning.

MR imaging was performed on a 3.0-T Siemens Trio MRI scanner. T2*-weighted Gradient-echo Echo-planar imaging sequences were acquired using a sparse-imaging procedure (Hall et al. 1999) with an 8.0-s silent period between successive scans, permitting auditory stimulus presentation in silence. An interleaved slice acquisition protocol with a typical field of view (FOV) of 211 × 211 mm², in-plane resolution of 3.3 × 3.3 mm², slice thickness of 4.1 mm (including a 25% gap), acquisition time = 1.96 s, time echo [TE] = 30 ms, and time repetition [TR] = 10 s was used. Additionally, high-resolution T1-weighted anatomical images were acquired from all volunteers using 3D magnetization prepared rapid gradient echo sequence (TR = 1760 ms, TE = 2.6 ms, flip angle = 9°, and voxel resolution of 1.0 mm³).

Functional Paradigm

The fMRI study was modeled using methods derived from Rodd et al. (2005). Stimuli included both high- and low-ambiguity sentences, speech-shaped noise matched to the sentences on duration, and silent trials. The ambiguity factor (high vs. low) was crossed with a noise factor (present vs. absent), for reasons that are not relevant to this study; the effect of the noise factor, and interactions with this factor, shall not be discussed here.

The sentences were the same as those used by Rodd et al. (2005). Sentences were 6-18 words long. Fifty-nine items were high-ambiguity sentences that contained at least 2 ambiguous words (e.g., His new post was in China). The ambiguous words were either homophones (which...
have at least 2 meanings with different spelling, e.g., knight/night) or homonyms (2 meanings with the same spelling and pronunciation, e.g., bark). Each high-ambiguity sentence was matched to a low-ambiguity sentence with the same number of words and the same syntactic structure but without homophones (e.g., The old tree was in danger). The 2 sets of sentences were matched on number of syllables, number of words, rated naturalness, rated imageability, and the log-transformed mean frequency of the content words in the CELEX database (Baayen et al. 1995). See Rodd et al. (2005) for further information. The sentences were recorded by a single female talker with a native central/eastern Canadian accent, digitized at a sampling rate of 22.1 kHz, using Audition software (Adobe Systems). The duration of the individual sentences ranged from 1.5 to 4.9 s. Fifty-nine SCN (Schroeder 1968) trials and 59 silent (rest) trials were scanned. SCN has the same spectral profile and amplitude envelope as the original speech but consists entirely of noise and is totally unintelligible.

As in Rodd et al. (2005), we included a simple relatedness judgment task to ensure that subjects were paying attention to the materials. Each sentence has a “probe word” that was either semantically related (50%) or unrelated (50%) to the sentence’s meaning (Rodd et al. 2005). These words were matched across ambiguity condition for length, frequency, and semantic relatedness to the sentence. Probes were either clearly related or unrelated to the meaning of the sentences and were not related to the unintended meanings of the ambiguous words. The task was only present on half the trials of any condition, counterbalanced across participants. When a probe word appeared on the screen at the end of half of the trials, right before the scan, volunteers were instructed to make a button press to indicate whether the word was related to the meaning of the sentence or not (right index finger or thumb for related, left index finger or thumb for unrelated). In the SCN control condition, the words “right” and “left” were presented as probe words on half the trials (counterbalanced across participants), and volunteers were instructed to press the appropriate button. No effect of this task was observed when probe-absent trials were compared with probe-present trials and so this factor will not be discussed. Half of the 59 high- and 59 low-ambiguity sentences were presented clearly (referred to as HA – N; LA – N), whereas the rest were presented with some background noise at -2 dB SNR (referred to as HA + N; LA + N); these sentences are still highly intelligible (>80% of words reported correctly).

The experiment was divided into 4 sessions of 61 scans (10 min), where the first 2 scans of each session were discarded to allow T1 signal to equilibrate. A sparse-imaging protocol (Hall et al. 1999) with a TR of 10 and 2 s volume acquisition time was used to image each of 6 different conditions. Stimuli were presented in the 8.04s silent period between successive scans.

Functional data were motion corrected using SPM8 (Wellcome Department of Imaging Neuroscience, London, UK). Structural MRI data were edited to remove skull and scalp using the Brain Extraction Tool (BET) of the FSL software package (Oxford Centre for Functional MRI, Oxford University, UK) and manual corrections. Stripped structural data were rigidly registered to the motion-corrected functional time series using the Mutual Information coregistration tool of SPM8. Structural and coregistered functional data were spatially normalized using 4 different registration techniques, as described in the next section.

Structural Registration

After coregistration with the functional data sets, all 24 structural MR volumes in native space were first affinely (12 parameters) registered to a common reference frame in Montreal Neurological Institute (MNI) space (i.e., Colin27 or CJKH27, Holmes et al. 1998) using the SPM8 toolbox. This was done in order to align the volume centers and sizes of all the brains, before further (nonlinear) registration. Note that subsequent (nonlinear) normalization methods used either ICBM452 or the CJKH27 templates; these are both in MNI space and have the same brain size, centre, and orientation.

Affinely registered data were further normalized using 3 registration methods. We used multiple methods to ensure that results can be generalized: The different nonlinear normalization methods had different warping power (i.e., deformations with different degrees of freedom) and worked in different ways:

1. DARTEL (Diffeomorphic Anatomical Registration through Exponential Lie Algebra; Ashburner 2007) is an algorithm for diffeomorphic image registration with $6.4 \times 10^4$ deformation parameters. DARTEL is a groupwise technique and so subject data are transformed to a group space that is not necessarily identical to the MNI coordinate frame. Therefore, DARTEL-based warped data were normalized to MNI space using a second affine transformation (SPM8).

2. HAMMER (Shen and Davatzikos 2002) is an elastic registration technique that utilizes an attribute vector for every voxel of the image (the number of deformation parameters is equal to the number of voxels in the image). The attribute vector expresses the geometric features, which are calculated from the tissue maps to reflect underlying anatomy at different scales. Our application of the HAMMER algorithm proceeded in 2 steps: first, in order to generate the tissue map, the brain images were segmented into gray matter, white matter, and cerebrospinal fluid using FMRIB’s Automated Segmentation Tool (FAST) of the FSL software package. Second, HAMMER registration was applied to warp the brain images to the Colin27 brain (Holmes et al. 1998). HAMMER uses every voxel’s information in its hierarchical multisolution approach, and so the number of parameters for the deformation field is equal to the number of voxels within the volume.

3. Unified segmentation is a nonlinear registration algorithm first implemented in SPM5 (Ashburner and Friston 2005). This method adopts a probabilistic framework that integrates image registration, tissue classification, and intensity bias correction within the same generative model. The number of deformation parameters is on the order of $10^5$. The exact number depends on the image FOV (John Ashburner, communication on SPM email discussion list, 24 March 2009). The unified segmentation technique requires tissue probability maps as priors; here, the ICBM452 tissue probability maps were used.

Affine registration with 12 parameters can only afford global alignment of structure (size matching), whereas both DARTEL and HAMMER algorithm can correct for structural and subcortical folding patterns while preserving topology. Unified segmentation has a lower deformation power (fewer degrees of freedom) compared with DARTEL and HAMMER.

Data were not smoothed after registration, and analysis was conducted using SPM8. A separate design matrix was created for each participant: this included one condition-specific regressor for each of the 5 sound conditions. (Rest was not explicitly modeled). Regressors were created by convolving the stimulus time series (modeling the midpoints of the sentence) with the canonical hemodynamic response. Sentence duration was not modeled. Realignment parameters and a dummy variable coding for each scanning run were included as covariates of no interest. A high-pass filter (cutoff $= 128$ s) was applied. Fixed-effects analyses were conducted on each participant’s data, one for each of the 4 registration methods (affine only and the 3 nonlinear methods).

Functional Contrasts

For the purposes of this study, we were interested in 3 contrasts: one that would activate auditory thalamus, one that would activate auditory cortex, and one that would activate higher order regions involved in semantic processing. We focused our investigation on 2 foci at each anatomical level using the following contrasts:

Sound versus Rest

“Sound versus rest” consists of the summation of 5 conditions: SCN, (HA + N), (HA – N), (LA + N), and (LA – N) compared with the silent resting baseline condition. This contrast highlights activation along the ascending auditory pathway, including the medial geniculate body (MGB) of the thalamus. This contrast is rather more sensitive to signal change than is the “SCN versus rest” contrast (since it includes more scans) and hence is more suited to detecting signal change in a very small area, such as the MGB. Because it includes all the sentence conditions, it activates both primary auditory regions and surrounding regions of temporal cortex that are speech sensitive, with no clear differentiation. For this reason, this contrast was not used to highlight auditory cortex activity.
**SCN versus Rest**

SCN (Schroeder 1968) compared with a silent condition, reveals activity in the probable location of primary auditory cortex. Because no speech conditions are included in this contrast, activity ought to be rather focal in the vicinity of Heschl’s gyrus.

**High Ambiguity versus Low Ambiguity**

Rodd et al. (2005) and Davis et al. (2007) document peak activation foci for the high-ambiguity versus low-ambiguity contrast in the left posterior inferior temporal gyrus (ITG) and the left inferior frontal gyrus (IFG).

**Assessment of Accuracy of Anatomical Alignment as a Function of Registration Method**

To quantify the anatomical alignments achieved by the nonlinear compared with the affine registrations, we first created anatomical regions of interest (ROIs) and then calculated the normalized cross-correlation (NCC) values between all pairs of warped structural data within each of the ROIs.

We used the group t-statistics maps (thresholded at \( P < 0.001 \), uncorrected) for the 3 key contrasts (i.e., sound vs. rest; SCN vs. rest; and high ambiguity vs. low ambiguity) to generate the ROIs. For each contrast, the cluster around the most significant voxel was determined for each of the 4 registration methods. Next, the “union” image of the 4 clusters (corresponding to 4 registration techniques) was created and binarized. This resulted in ROIs in the anatomical locations relevant for our functional questions that could be used to evaluate the accuracy of anatomical registration across the 4 registration methods in an objective fashion (Fig. 1).

NCC is computed by multiplying each voxel within the desired ROI in one warped structural by the spatially corresponding voxel in the other warped structural and summing the products (eq. 1).

\[
\text{NCC}(I_m, I_n) = \frac{E[(I_m - \mu_m)(I_n - \mu_n)]}{\sigma_m \sigma_n},
\]

where \( I_m \) and \( I_n \) refer to the intensity values in the \( m \)th and \( n \)th subject image volumes, respectively.

**Figure 1.** Sagittal views of the functional ROIs used in NCC calculation. ROIs are highlighted in white on the Colin27 brain. The thalamus region highlighted in the sound versus rest contrast is shown between slices \( x = -19 \) to \( x = -9 \). Auditory cortex, highlighted in the SCN vs rest contrast, is shown between \( x = -64 \) and \( x = -29 \), and between \( x = +31 \) and \( x = +66 \). The frontal and temporal association cortex highlighted in the high versus low ambiguity contrast is shown between \( x = -59 \) and \( x = -34 \).
An analysis if variance (ANOVA) was conducted on NCC scores to assess the effects of registration method (4 levels) and anatomical level (thalamus, auditory cortex, inferior frontal/posterior temporal cortex). Peak (with 2 levels; i.e., left vs. right thalamus/auditory cortex at the 2 lower anatomical levels and inferior temporal region vs. inferior frontal region at the highest processing level) is also included as a dummy factor, although the main effect of peak, and interactions involving peak, will not be considered (since the 2 levels of this factor are not comparable at all 3 anatomical levels, and this factor is not relevant to the hypothesis under investigation).

Assessment of Functional Overlap as a Function of Registration Method

In order to examine whether high-dimensional registration does result in increased functional overlap among subjects, we used a leave-one-out (LOO) method in which we calculated group statistics 24 times for each contrast and each registration method, leaving a different subject out of the analysis each time. We reasoned that, if functional overlap across subjects for a given contrast is improved by nonlinear registration, then the peak location identified in an analysis based on 23 subjects should more accurately predict the signal at the homologous location in the left-out subject. Subject sizes (i.e., contrast values) at these “predicted” voxels in the left-out subjects should be higher and activation in the remaining group of 23 participants should be less variable for nonlinear registration methods than for affine-only registration. Accordingly, for each participant, we extracted the contrast values at the peak voxel coordinates derived from the group analysis of the remaining 23 participants. This was repeated for each of the 2 peaks of interest, for each of the 12 combinations of contrast and registration method. Variability was quite different among the different registration methods, and functional overlap depends both on the magnitude of the contrast values and on the variability in contrast values over subjects. In order to combine single subject contrast magnitude and group variability into a single measure of anatomical consistency, we divided each contrast value in each of the 24 participants by the standard deviation of the remaining set of 23 participants to derive normalized contrast values.

A 3-factor repeated measures ANOVA was applied to normalized contrast values, to examine the effects of anatomical level (3 levels) and registration method (4 levels). Peak (2 levels) is also included as a dummy factor. Although we recognize that effects of different normalization methods may differ on the left versus the right and in the ITG versus IFG, we are primarily interested here in examining the effects of levels of processing. In consequence, we model level and include “peak” as a factor to capture those much less interesting sources of variability within a level of processing. Accordingly, the main effect of peak and interactions involving peak are not considered.

We conducted a supplementary qualitative analysis to examine directly which of the 3 contrasts yield higher T-statistics at the group level, after nonlinear, compared with affine, anatomical registration. Since we only obtain one T-value per contrast at the group level, we cannot perform statistical comparisons and so we randomly divided the 24 subjects into 2 sets of 12 (8 females in the first group and 9 females in the second group) so that we could make an observation in one group and then examine whether we could replicate it in the second group. Furthermore, we can examine whether increases in T-values are consistent across the 3 nonlinear registrations compared with the affine registration. (Note that the DARTEL registration is used to warp all 24 subjects as a group (group 1 + 2) and also each of 12-person subgroups, separately: This was necessary because DARTEL is a groupwise method.)

Results

Accuracy of Anatomical Alignment as a Function of Registration Method

Figure 2 shows the average of 24 warped images using the 4 registration techniques. DARTEL and HAMMER result in precise alignment of the data: The average images from both techniques have clearly defined gray and white matter boundaries. As expected, the average image resulting from unified segmentation–based registration is not as sharp as DARTEL- and HAMMER-based registration. The affine-based average image has fuzzy boundaries between the 2 tissue types due to poor anatomical alignment.

Figure 3 depicts the NCC scores as a function of registration method (DARTEL, HAMMER, unified segmentation, and affine) and anatomical level (thalamus, auditory cortex, and association cortex). There was a significant effect of registration method ($F_{6,270} = 238.487; P < 0.0001$). Post hoc pairwise comparisons (Sidak-corrected for multiple comparisons to achieve $\alpha = 0.05$) revealed that DARTEL, HAMMER, and unified segmentation outperformed affine registration at all 3 anatomical levels (HAMMER > DARTEL > unified segmentation > affine). Furthermore, there was a significant main effect of the anatomical level ($F_{6,270} = 238.77; P < 0.0001$). Post hoc pairwise comparisons revealed the following order of NCC values (higher values index greater alignment among subjects) (mean ± standard error): inferior frontal/posterior temporal cortex ($0.726 ± 0.001$) > auditory cortex ($0.679 ± 0.002$) > thalamus ($0.661 ± 0.006$). Finally, there was a significant interaction between the registration method and anatomical level ($F_{6,270} = 240.39; P < 0.0001$). Post hoc pairwise comparisons revealed that although nonlinear registration methods always resulted in greater NCC values than affine, the ordering of the 3 nonlinear methods depended on anatomical level: thalamus: DARTEL > HAMMER > unified segmentation > affine; auditory cortex and inferior frontal/posterior temporal cortex: HAMMER > DARTEL > unified segmentation > affine.

Cerebral Cortex July 2012, V 22 N 7 1597
Figure 3. NCC scores, as a function of registration method (DARTEL, HAMMER, unified segmentation, and affine) and anatomical level (thalamus, auditory cortex, and association cortex).

Functional Contrasts
As expected, significant activation foci (corrected at a whole-brain level for multiple comparisons using the false discovery rate correction; Genovese et al. 2002) were observed for each of the 3 contrasts of interest in the anatomical regions predicted. The region of the MGB was observed to be bilaterally active in the sound versus rest contrast; activation was observed bilaterally in the region of Heschl’s gyrus for the comparison of SCN and Rest; and activation was observed in left IFG and left posterior inferior temporal cortex for the comparison of high-ambiguity and low-ambiguity sentences (Roddi et al. 2005; Davis et al. 2007). The statistical values for these peaks are reported in Tables 1–3, and they are shown in Figs. 4–6.

Functional Overlap as a Function of Registration Method
We did not apply additional smoothing during preprocessing but it was highly likely that different normalization methods would result in different degrees of effective smoothness. One-way ANOVA confirmed this contrast images warped using DARTEL and unified segmentation were significantly smoother (average volumetric resolution [mean ± standard deviation]: 12.79 ± 0.03 and 12.86 ± 0.03, respectively) than affine and HAMMER registered images (average volumetric resolution: 7.47 ± 0.03 and 7.57 ± 0.03, respectively); F _{1,92} = 13966.54, P < 0.0001. However, our main prediction is that the influence of registration method on functional overlap will differ at different anatomical levels—overall, differences in smoothness cannot account for such an interaction. Nevertheless, the degree of effective smoothness may influence the activation cluster sizes; the larger effective smoothness, the bigger the cluster sizes one might expect (see Figs. 4–6).

Normalized contrast values (see Materials and Methods) are presented in Figure 7. ANOVA on these values revealed a significant effect of anatomical level (F _{2,22} = 19.2, P < 0.001). Post hoc paired t-tests revealed no difference in normalized contrast values between the 2 lower levels of the auditory system, although these were both higher than those for the high-versus low-ambiguity contrast (P _{s} < 0.001). A main effect of registration method was also observed (F _{1,21} = 6.1, P < 0.005) such that normalized contrast estimates were higher for DARTEL than any other method (DARTEL vs. other methods; P _{s} < 0.02) and lowest for Affine (Affine vs. other methods; P _{s} < 0.02), with no difference between contrast values generated from HAMMER and unified segmentation registrations.

Importantly, the effect of registration method was significantly different at different anatomical levels (F _{5,18} = 10.13, P < 0.001) as is shown in Figure 7. In medial geniculate and auditory cortex, all nonlinear registration methods yielded higher normalized contrast values than did affine registration, according to post hoc pairwise t-tests (P _{s} < 0.0001). The only exception was that unified segmentation values did not differ significantly from affine values (P = 0.122) in the medial geniculate region. By contrast, in frontal and temporal areas responsive to the ambiguity manipulation, normalized contrast values from affine-registered data were either significantly greater than those from nonlinearly registered data (for DARTEL and HAMMER; P _{s} < 0.03) or not significantly different (for unified segmentation; P = 0.17).

This observation of better functional overlap with nonlinear registration in lower, but not higher, areas is entirely consistent with the relative magnitudes of the t-values generated by the group analyses. DARTEL-, HAMMER-, and unified segmentation-based registration consistently resulted in higher group t-values than did affine registration in the MGB in both hemispheres for the full 24-subject data set as well as for the 2 randomly selected subsets of 12 subjects (see Fig. 4 and Table 1). The same pattern of results is evident in the region of Heschl’s gyrus; Figure 5 and Table 2 demonstrate more robust statistics for the 3 nonlinear registration methods, compared with affine registration, across both random subsets and the full group. A different pattern of results is evident for the high-ambiguity versus low-ambiguity contrast. Figure 6 and Table 3 show no clear distinction between DARTEL, HAMMER, unified segmentation, and affine registration in group t-values, in both subgroups. In fact, the t-values are typically highest for the affine-based registration in the full group.

Discussion
Although it is often assumed that the brain regions supporting cognitively higher functions are more variable than those supporting lower sensory or perceptual processes, evidence supporting this assumption has been lacking (Fox and Pardo 1991; Xiong et al. 2000). Here, we address this issue by examining whether improved anatomical alignment of subjects improves functional overlap among subjects to the same degree for lower level (auditory) processing and for higher level (semantic) processing of speech. We did this by comparing functional overlap in the auditory thalamus, auditory cortex, and in frontal/temporal regions, after spatial transformation of data using 3 nonlinear registration methods (DARTEL, HAMMER, and unified segmentation) and a 12-parameter affine registration.

Nonlinear normalization clearly resulted in better anatomical alignment among subjects than did affine normalization at all anatomical levels. DARTEL and HAMMER resulted in greater alignment than did unified segmentation, which in turn resulted in greater alignment than did affine. This is consistent with the number of deformation parameters for each of these methods. DARTEL (Ashburner 2007) and HAMMER (Shen and Davatzikos 2002) are highly nonlinear, whereas unified segmentation (Ashburner and Friston 2005) has a reduced number of deformation parameters (also see Klein et al. 2009).

Functional overlap across subjects was assessed in 2 ways. First, we conducted a leave-out-out analysis in which we measured the contrast value in the excluded subject at the coordinates of the peak revealed in the (n − 1) group. We reasoned that greater overlap among subjects would result in higher and/or more consistent effect sizes in excluded
Figure 4. Sagittal views of the activation maps corresponding to the sound versus rest contrast from the group analysis of fMRI data warped using the 4 registration methods; DARTEL, HAMMER, unified segmentation, and affine. The peak activation locations are given in Table 1. All activation maps are extracted from the group analysis with 24 subjects (threshold value for false discovery rate correction, \( P < 0.05 \): DARTEL: 2.60; HAMMER: 2.68; unified segmentation: 2.61; and affine: 2.76). Coordinates are given in MNI space. Note that cluster sizes are not directly comparable since thresholds are different for the different normalizations.

Table 1

The significant activation peaks (\( P < 0.05 \), false discovery rate correction for multiple comparisons) in the region of the MGB for the sound versus rest contrast, in 2 subgroups (12 subjects each), and the total group of 24 subjects

<table>
<thead>
<tr>
<th>Registration</th>
<th>Group</th>
<th>MGB—L Coordinates</th>
<th>( t )-value</th>
<th>Difference</th>
<th>MGB—R Coordinates</th>
<th>( t )-value</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>DARTEL</td>
<td>Group 1</td>
<td>((-10, -26, -8))</td>
<td>10.21</td>
<td>4.26</td>
<td>((13, -26, -8))</td>
<td>8.15</td>
<td>2.36</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>((-10, -30, -4))</td>
<td>11.46</td>
<td>4.39</td>
<td>((10, -23, -12))</td>
<td>14.78</td>
<td>8.16</td>
</tr>
<tr>
<td></td>
<td>Group 1 + 2</td>
<td>((-10, -30, -4))</td>
<td>14.85</td>
<td>6.54</td>
<td>((13, -26, -8))</td>
<td>13.73</td>
<td>4.79</td>
</tr>
<tr>
<td></td>
<td>Group 1</td>
<td>((-15, -26, -5))</td>
<td>8.55</td>
<td>2.6</td>
<td>((15, -22, -5))</td>
<td>7.83</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>((-12, -26, -5))</td>
<td>13.52</td>
<td>6.45</td>
<td>((12, -22, -9))</td>
<td>12.18</td>
<td>5.56</td>
</tr>
<tr>
<td></td>
<td>Group 1 + 2</td>
<td>((-12, -26, -5))</td>
<td>13.93</td>
<td>5.62</td>
<td>((12, -26, -5))</td>
<td>11.88</td>
<td>2.94</td>
</tr>
<tr>
<td>Unified segmentation</td>
<td>Group 1</td>
<td>((-10, -26, -8))</td>
<td>9.23</td>
<td>3.28</td>
<td>((13, -30, -8))</td>
<td>8.18</td>
<td>2.39</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>((-16, -26, -4))</td>
<td>7.54</td>
<td>0.47</td>
<td>((17, -26, -4))</td>
<td>11.16</td>
<td>4.54</td>
</tr>
<tr>
<td></td>
<td>Group 1 + 2</td>
<td>((-10, -26, -8))</td>
<td>10.92</td>
<td>2.61</td>
<td>((13, -26, -8))</td>
<td>12.45</td>
<td>3.51</td>
</tr>
<tr>
<td>Affine</td>
<td>Group 1</td>
<td>((-16, -23, -4))</td>
<td>5.95</td>
<td>—</td>
<td>((10, -30, 0))</td>
<td>5.79</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>((-13, -26, -4))</td>
<td>7.07</td>
<td>—</td>
<td>((13, -26, -8))</td>
<td>6.62</td>
<td>—</td>
</tr>
</tbody>
</table>

Note: The table lists coordinates (in MNI space) and corresponding \( t \)-values generated by analysis of data warped using 4 different registration methods. MGB—L: left MGB; MGB—R: right MGB. The difference columns give the difference between the \( t \)-values resulting from data registered using each of the 3 nonlinear methods and affinity registered data (increase in \( t \)-value).
subjects. We also qualitatively assessed $t$-statistics at the group level, since group $t$-statistics, which depend both on effect sizes across subjects as well as on the variability in the effect sizes among subjects, index functional signal-to-noise ratios. To the degree that a better anatomical registration among subjects leads to greater functional overlap, we can conclude that "function follows form." Where better anatomical registration does not lead to greater functional overlap across subjects, we conclude that between-subject variation in the patterns of blood oxygen level-dependent (BOLD) activity is not primarily due to variation in anatomical features visible on MRI.

We observed a marked improvement in functional overlap among subjects for high-dimensional registrations compared with affine registration in areas subserving sensory/perceptual analysis (i.e., as the MGB and Heschl’s gyrus). This suggests that function is indeed closely tied to the anatomical features matched by nonlinear registration algorithms. In contrast, despite improved anatomical registration in left inferior frontal/posterior temporal regions with nonlinear warping, we did not observe a corresponding improvement in functional overlap in these areas, when we compared activity for high- and low-ambiguity sentences. These higher level meaning-based processes appear therefore not be as closely tied to anatomy compared with lower level sensory/perceptual functions.

Thus, we obtained a dissociation between anatomical alignment across subjects, which is improved at all levels by nonlinear normalization, and functional alignment across subjects, which is not improved at the highest processing level. The fact that nonlinear normalization improves anatomical registration but does not improve the overlap among individuals in semantic processing-related activity may be due to several factors. First, the relative sizes and configurations of microanatomical regions from person to person can vary substantially (Amunts et al. 1999; Scheperjans et al. 2008), even for primary areas (Morosan et al. 2001), and consistent correspondence between macroanatomical landmarks and cytoarchitectonic borders is sometimes hard to observe (Caspers et al. 2006). Such variability would result in functional activation foci being observed in somewhat different places relative to morphological features in different subjects. Probabilistic approaches have been proposed to incorporate intersubject variability in the creation of cytoarchitectonic maps (Caspers et al. 2006).
The observed intersubject variability in this study could be due to microanatomical borders being less bound to macroanatomical landmarks in frontal and posterior temporal regions compared with auditory regions. Aspects of microanatomical structure are visible from in vivo imaging (Klein et al. 2007; la Fougère et al. 2010). Use of such methods may help to assess whether functional anatomy is tied to microanatomical borders.

The observed intersubject functional variability in this study could also be due to the fact that different people rely on different cognitive processes when they are processing ambiguous words. Indeed, several studies have indicated that functional variability among individuals depends on individual differences in cognitive strategies. For example, Grafton et al. (1994) conducted a memory study in which slow learners were shown to rely more on areas associated with visuomotor processing, whereas fast learners relied more on frontal cortex. Many other studies reveal activation differences reflecting individual differences in activation foci during recognition (Kirchhoff and Buckner 2006) and working memory tasks (Feredoes et al. 2007). Schlag et al. (1994) found significant interindividual variation in activation when individuals were trained and tested on a complicated finger movement sequence. They interpreted such variability as an effect of different strategies used by the individuals to perform the desired task.

Finally, as is well known, the BOLD fMRI signal is a hemodynamic response that only indirectly reflects neuronal activity. In fact, a substantial component of the signal arises in small- and moderate-gauge draining blood vessels (Posner and Morriss 2007; Thompson et al. 2010). The vascular component is particularly large both at lower field strengths (such as the 3T field used here) and with gradient EPI acquisition sequences (as used here). Venous vasculature does vary substantially from person to person (e.g., see Stoykova-Elsankari et al. 2009). Given a large vascular component to the observed BOLD response, such intersubject differences in vasculature could manifest as different patterns of BOLD signal, even if the underlying neurally active tissue was the same.

Given functional variability among subjects, between-subject alignment based on functional response has been proposed for group studies (Van Essen et al. 2001; Lashkari and Golland 2009; Sabuncu et al. 2009). CARET software (Van Essen et al. 2001) provides a functional matching method based on landmarks that are drawn on the surface of the brain by the operator. Sabuncu et al. (2009) proposed a surface-based groupwise method for aligning the functional neuroanatomy of individual brains based on the patterns of neural activity evoked by cognitive tasks, by maximizing the correlation of functional time series among subjects while preserving the cortical topology of each subject. Lashkari and Golland (2009) proposed an unsupervised method for functional parcellation of multisubject fMRI data in a visual study. Their proposed method incorporates both intra- and intersubject variability of the fMRI response. These studies demonstrate significant increase in group statistics for specific targeted functional studies (e.g., vision experiments). However, whether such an approach would consistently result in higher statistical power in group studies of higher level cortical function requires investigation.

Another approach to group analysis is to classify individuals based on a factor related to functional organization. Van Horn et al. (2008) review factors, other than anatomical morphology, that play a significant role in defining unique patterns of activity

### Table 3

The significant activation peaks (P < 0.05, false discovery rate correction for multiple comparisons) in the region of left inferior temporal gyrus (ITG—L) and inferior frontal gyrus (IFG—L) for the contrast between high-ambiguity and low-ambiguity sentences in 2 subgroups (12 subjects each) and the total group of 24 subjects.

<table>
<thead>
<tr>
<th>Registration Method</th>
<th>Group</th>
<th>IFG—L</th>
<th>IFG—L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>r-value</td>
<td>Difference</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DARTEL</td>
<td>Group 1</td>
<td>5.87</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>6.3</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>Group 1 + 2</td>
<td>5.84</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>5.9</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>Group 1 + 2</td>
<td>5.58</td>
<td>0.51</td>
</tr>
<tr>
<td>HAMMER</td>
<td>Group 1</td>
<td>5.78</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>5.31</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>Group 1 + 2</td>
<td>6.44</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>Group 1</td>
<td>6.64</td>
<td>0.12</td>
</tr>
<tr>
<td>Unified segmentation</td>
<td>Group 1</td>
<td>4.54</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>6.07</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Group 1 + 2</td>
<td>6.52</td>
<td>—</td>
</tr>
<tr>
<td>Affine</td>
<td>Group 1</td>
<td>5.89</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>Group 2</td>
<td>4.89</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Group 1 + 2</td>
<td>5.17</td>
<td>—</td>
</tr>
</tbody>
</table>

Note: The table lists coordinates (in MNI space) and corresponding t-values generated by analysis of data warped using 4 different registration methods. The difference columns give the difference between the t-values resulting from data registered using each of the 3 nonlinear methods and affinely registered data (increase in t-value).
in individuals. With a sufficient number of data sets, one could categorize subjects with respect to one or combination of such independent factors and conduct analysis on each group of subjects, separately. Such a classification-based approach in group studies provides an opportunity to explore how brain function relates to intersubject variability in anatomical organization by looking at the correlation (if any) between such factors and anatomy. Such studies may result in a finer mapping of function onto structure and may also result in greater understanding of what constitutes “normal” variability in the anatomical and functional organization of the human brain.

Conclusions
Is the link between anatomical macrostructure and function equally strong at all cognitive levels of processing? In this work, we demonstrate that more accurate anatomical registration among participants does not always mean greater functional alignment. Although the 3 nonlinear algorithms we used all resulted in more accurate anatomical alignment at all anatomical levels of interest compared with affine registration, functional overlap was not improved at all anatomical levels. Better anatomical registration led to greater functional registration across subjects at early stages of auditory processing including auditory thalamus and in the vicinity of Heschl’s gyrus. In contrast, at anatomically and cognitively higher levels of processing, greater anatomical alignment did not lead to greater functional overlap across subjects. This indicates that the intersubject variability observed in such regions is not solely due to anatomical variability but may instead be due to other factors such as the relationship between microanatomical features (such as cytoarchitecture, chemoarchitecture, and connectivity) and macroanatomical landmarks (such as gyri and sulci), to individual differences in processes recruited, to differences in vascular configuration, or a combination of all 3. We can, however, say with confidence that the degree to which function follows anatomical form does vary systematically as a function of anatomical/cognitive level of processing, and this has important implications for the analysis and interpretation of functional imaging data.
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